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Summary

This deliverable reports on the work carried out in Task 82part of WP3. Task 3.2 contributes to the
overall objective of WP3 to support exible and adaptivetsys output presentation in multiple modes by
investigating and subsequently implementing methodsterahne the contextualized content for presen-
tation planning by taking the information state of an unglag 1SU (Information State Update) dialogue
system into account. Furthermore, it details the reseacmade on developing methods for media allo-
cation on the basis of the information state, that we exténdéh regard to multimodality. This is done
by presenting theoretical and implementational aspecthefresentation planning approach of three
different multimodal dialogue systems that were develop@tiin the TALK project. We describe the
advantages of using the ISU approach, the advances madéeverevious state-of-the-art and the im-
plementation of our research results in the TALK showcaséesys. With our work in Task 3.2 we have
successfully developed a new basis for building adaptivétinnodal presentation planning strategies. We
have identi ed the contextual factors relevant for preaéoh planning and we have designed a generic,
ontology-based framework.
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Chapter 1

Introduction

1.1 Obijectives

Planning an ISU system's dialogue contribution involvelesting dialogue moves and determining the
propositional content of these moves based on the curratgxitthat is provided by a system's underlying
information state. In the classical ISU approach for spewtip systems it has been commonly assumed
that the propositional content is realized rather stréoghiardly producing written or spoken natural
language output.

In realizing naturally adaptive multimodal dialogue, thés, however, a need for a more complex rela-
tionship between the propositional content determinechbydialogue manager and the content realized
as output, in order to adapt the output to the available dutymaalities, according to the dialogue context,
the situation, the user, and the capabilities of the outmdatities. The use of multiple modalities adds
new possibilities and also challenges, because systertatdp be distributed in various ways. For ex-
ample, multimodality enables graphical presentation obws kinds of feedback (e.g., what the system
has understood) or background information (e.g., the fiavailable options about which further dialogue
may be carried out), while reserving the speech channehforrhation that advances the interaction (e.g.
making a suggestion or asking a question). The work degtitbhis document relies on the research that
was done for Task 3.1 which was focused on éleensiornof the Information State approach to handle
multimodal input and output as presented in [28].

Task 3.2, which this document nally reports on, was coneerwith

1. developing generalized turn planning strategies toraete the contextualized content from the
proto-content on the basis of thktended Information Staf&lS).

2. developing methods for taking the EIS into account whetriduting the contextualized content of
the available modalities. (How can the Extended Infornmatate be used in dynamic allocation
of the available modalities?)

Up to our knowledge, these possibilities have not been syaieally investigated and utilized in previous
research on dialogue systems.

In in this deliverable, we report on these methods that wereldped for three different system setups,
namely the 8MMmIE, the MiIMUS and the ®DIS system.

2
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Advantages over current state-of-the-art The research presented in this deliverable provides for
context-adaptive, exible presentations that depend oarabrer of context conditions such as previously
mentioned objects or topics, currently focussed objeaiseantly focussed modality, type and amount
of data to be presented, user's cognitive load, and otheosaclieve such adaptive presentations, our
work is based on a uniform model of context that is stored éitifiormation state, the basis of the ISU
approach. Overall, we follow the ISU approach in modulagzihe tasks in a dialogue system by pro-
viding a single module for presentation planning with digde ned interfaces to dialogue management,
discourse context and modality-speci c realization comguts. We have extended the ISU approach in a
number of ways. We use the notion of extended informatiote stag., for accommodating multimodality
in the information state. We have included information ainee and we introduced the uniform use of an
ontology-based knowledge representation in the infoilonadiate.

Advantages of the ISU approach The ISU approach provides a number of advantages for our re-
search in presentation planning. The modularization ofi8¢ approach supports the realization of a
separate presentation planning module and allows for grpats with different sets of planning strate-
gies which has been used in creating different set ups of yatesis in the evaluations conducted in
workpackage 6. The ISU approach also provides a centrasitepyp for context representation including
(for the purposes of presentation planning): informatitancture and general discourse context, user in-
formation and modality speci ¢ information. This centralository is a natural t for the ontology-based
knowledge representation that we have developed and tegitethe SA\MMIE system.

Implementation of the research in the showcase We have fully implemented all theoretical ad-
vances presented in this deliverable in full, multimodalague systems, ranging from the research pro-
totype ODIS, the more extensive Mus system, to the elaborateABMIE system that is close to a
product prototype. These systems have served multipleopagpand will be used in the future. Dur-
ing research and development, they served as researchegetudest different hypotheses. They have
helped in disseminating the results of T3.2 and TALK in gaheFinally, the 3\MMIE system was used

in the formal evaluations performed in workpackage 6 andesgnts a signi cant step towards the future
development of an industrial product based on TALK techgiele.

Report Outline The chapters of this deliverable discuss the theoretiadlimplementational aspects
of multimodal presentation planning in the respective eftifiree differentraLk showcases: Chapter 2
describes the content selection and media allocationa® & for the calendar application AgendaTalk,
implementing an approach based on information structudetaranking of different constraints on con-
tent reduction and media allocation. The research queatidnessed in this chapter is thus the extent to
which information structure can be used as a basis for batteabreduction and media allocation. Chap-
ter 3 describes an ontology-driven multimodal presemntagitanning approach realised in theNsviE
system. It explains in detail, how ontologies can be usedsagei cation of the general concept of infor-
mation structure in order to address the research questiwridide ne well-formed concepts for content
selection and media allocation in order to create more atisgeneric libraries for turn planning. In more
detall, it presents conceptualized and implemented metfimdmore domain-/application-independent
presentation planning strategies for the area of multirhiofiermation seeking dialogues. Chapter 4 dis-
cusses different factors and strategies for multimodasgaration planning realised within theiius
system. In particular this work focuses on the requiremimtsultimodal presentation planning with re-
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gard to in-home ambient intelligence, in particular thensec® of a multimodal user interface to in-home
devices and applications for wheel-chair bound users.
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Chapter 2

Multimodal Turn-Planning in G oDIS

This chapter describes content selection and media abocatGoD1S for the calendar application Agen-
daTalk, implementing an approach based on informatiortistre and the ranking of different constraints
on content reduction and media allocation. The researchktigneaddressed in this chapter is thus the
extent to which information structure can be used as a basisoth content reduction and media alloca-
tion. That is, to what degree and how can theories of infaionagtructure play a theoretical and practical
role in a multimodal and multilingual dialogue system? Tharkvpresented here builds on work on the
extended information state for@d®1S in [28] and the @DIS resources in [29].

The chapter begins with an overview of theBIS system and the AgendaTalk application, and con-
tinues with an introduction to relevant aspects of infoioratstructure. Content selection with respect
to content reduction is then discussed in section 2.3, naitiaation in section 2.4, and the determina-
tion of intonation in 2.5. Section 2.6 discusses a numberiftdrdnt strategies concerning the content
reduction and media allocation factors determined in tleeguting sections, and 2.7 gives an overview of
the implemented planning library. The chapter ends withrecksion. Throughout the chapter the term
“contribution' is used as a multimodal equivalent of theé€rance'.

2.1 System overview

GoDIS is built using the TrindiKit toolkit for information stafeased dialogue systems. The different
GoDIS applications developed as part of TALK are described imibet [20]. Figure 2.1 gives an
overview of a basic GDIS system architecture. The central component is the infilomatate. An
extended information state for multimodality in TALK is aebed in [28]. The boxes in the row above
the information state are all modules. Theselapet, Interpret, Update, Select, Generate, andOutput.
They are controlled by an algorithm given@sntrol at the top of the gure. Below the information state
are resources. These are passive knowledge sources suatalaasgs, lexica, and domain knowledge of
various kinds. In contrast with resources, modules arectilleacomponents, reading from and writing to
the information state.

As the present chapter is concerned with generation, thBIS modules of particular interest here are
Select, Generate, andOutput. Based on the current state of the information state Stiect module de-
termines the next move and move content to be generated Bystem. The&senerate module then maps
this move and content to a string using a lexicon resourag tle@Output module is nally responsible
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CONTROL

[mpuﬂ [lNTERpRET][ UPDAT}[ SELEC}[ GENERAﬂ{ ouwu}

INFORMATION
STATE

Figure 2.1: The basic GDIS system architecture
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[.NPUT] [.NTERPRET] [ UPDAT}[ SELEC}[ .Nposm% Flss@»

INFORMATION
STATE

Figure 2.2: The modi ed AgendaTalk system architecture

for producing the string as text or as speech using a tegpémch synthesiser.

The GoDIS application that has been selected as the application R8 Wbrk is AgendaTalk. This is

a multimodal and multilingual dialogue application thdbwais the user to communicate with a calendar.
The calendar device is the stand-alone system Bamgd WP3 work has been enabled using the TALK
enhancements of Borg as described in [29]. The functignafitAgendaTalk includes adding events to
and deleting events from the calendar, and querying thadaten different ways. AgendaTalk is given a
full description in [20]. AgendaTalk has two output modat of relevance to the present chapter: speech
and the graphical interface.

As part of TALK work, the system architecture of AgendaTa#islibeen modi ed in comparison with the
basic architecture in gure 2.1. Speci cally, the geneoatipart of the application has been re ned. As the
aim is a highly modular system, this has led to new modulesf¢@mdaTalk. The new system architecture
for the AgendaTalk application is given in gure 2.2.

In a WP3 context the move content given by tedect module is theproto-content to be modi ed by
subsequent modules int@antextualised content he proto-content is thus in some sense a representation
of the message that is to be conveyed to the user, wherea®miextualised content, in the case of
AgendaTalk, has incorporated constraints on content testuand media allocation. Thgelect module

is the standard AgendaTasielect module, and has not been modi ed in any way for WP3 work.

The rst new module from a WP3 perspectivdigormation_structure. This module reads the move(s) and
proto-content(s) of the next move(s) to be made, as detediiy theSelect module and as recorded in
the information state. Based on the dialogue history, théduteothen determines the information structure
of this proto-content. Thinformation_structure module is described in section 2.2 below.

Ihttp://sourceforge.net/projects/borg-calendar/
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The next new module isMultimodal_ssion. Based on the information structure partitioning given by
Information_structure and various contextual factors, this module determinesdhéextualised content of
the contribution to be generated. The two tasks involved hez content reduction and media allocation.
Content reduction is described in section 2.3 and mediaatilon in section 2.4. Content reduction is
here seen as a part of media allocation. That is, in the detation of in which media a particular piece
of content is to be realised, it is also determined whetheictntribution is to be content reduced or not.

The third new module iSenerate_agendatalk_is, which is actually a modi cation of the standard Agen-
daTalkGenerate module to handle information structural categories, thapieces of content marked for

informations structure. This module is described in sec8 below, which gives the details of the im-

plemented library for content selection and media allecatSection 2.7 also gives the implementational
details of the modulemformation_structure andMultimodal_ ssion , whereas sections 2.2-2.4 give a more
theoretical description of the issues involved.

The Output module in gure 2.2 is the standard AgendaTaktput module, realising what is to be the
spoken part of the contribution using a text-to-speechh®giser.

2.2 An Information-Structure Based Approach

Let us now turn to the theoretical underpinnings of itifermation_structure module.

The base for both content reduction and media allocationa® @, as well as for intonation assignment,
is the recognition that different parts of any given conitibn relate to the context in different ways. Put
in another way, different parts of a contribution may beltmgifferent information structural categories.
The basic division that we make use of here is between focdgeound, roughly in the sense of [44].
Consider the following dialogue example from the AgendaTamain:

D) U: What time is my yogeon Sunday?
S:The yoga is atten o'clock

The part in italics in the system contribution is #g@und This re ects what has already been established
as part of the context, here in the form of the user's questibith is represented as the (topmost) ques-
tion under discussion in the QUD structure in the GoDiS imfation state. For a review of the GoDiS
information state, including QUD, see TALK deliverable D328]. The part of the context of which the
ground is a re ection can be called the base, with a slightirsation of [45]. This is the underlined part
of the user's question in (1). The part in boldface is fibeus which is the part of the utterance that is to
update the information state, that is, the informative pathe contribution.

The determination of the information structure of a conitign in dialogue is far from a simple matter in
the general case, as the context which the contributioteseta may be large and complex, consisting of a
number of previous contributions by several dialogue pigidints as well as a non-linguistic context. Some
of these linguistic and non-linguistic contextual factars investigated by [18], with a focus on questions
and answers in dialogue. A framework is developed by Erit#isat takes the recent dialogue history into
account for the determination of the information structafeertain (unimodal) utterances in dialogue.
A similar dialogue history is suf cient for information stcture determination in AgendaTalk, and the
following dialogue history structure, adapted to multimabity, is added to the AgendaTalk information
state:

Version: January 9, 2007 (Final) Distribution: Public
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(2) stackset( record( [ speaker : participant,
modality : set(modality),
turn_cont : set( record( [ move : dmove,
score:real]))]))

The dialogue history is a stackset of records, where eadrdemrresponds to a contribution from a
single speaker. The stackset data structure means thatalbgue history is basically seen as a stack,
with more recent contributions on top of more distant oned,the most recent contribution always being
the topmost element, but with the addition of certain det-behaviour in that elements further down in
the stack can be inspected without elements higher up repéulive popped rst.

Each record corresponding to a contribution then contdiespeaker (user or system), the set of modal-
ities used in the contribution (speech and/or graphics), aally the content of the contribution durn.
This content is a set of records, where each record congistslialogue move and a speech recognition
score for this dialogue move. A contribution in the dialognistory thus consists of one or more dialogue
moves made by a certain speaker as part of a single turn, vlaetemove has been recognised by the
system with a certain con dence, and where the contribuivas realised using one or more modalities.

The record in (2) is a generalisation and extension of theenfistory proposed in [28], partly in order to
handle other mechanisms needed for AgendaTalk, such aB@aagsolution. The move history included
in [28] only contained the most recent contributions at amgrmg point, incorporating the constraint that
information structure is typically not determined in réatto a contribution at an arbitrary distance in the
dialogue, but only fairly locally, with information struate being determined in relation to the immediately
preceding turn, or the preceding two or three turns, as bihéamost common case. In other words, for the
determination of information structure, only the most réantributions need to be kept in the dialogue
history. However, in the current implementation of Agena&Tthe dialogue history keeps track of all
contributions, as this is needed for other aspects of thicapipn.

AgendaTalk implements a recency algorithm for the detestion of information structure, with a more
recent contribution tried before a less recent one, and thi@ymost recent utterances being considered.
For a description of a multimodal dialogue system that warkl using a recency constraint together with
type constraints for the interpretation of content reduasel contributions and user-produced pronouns,
see the ADAPT and NICE systems of [12].

The AgendaTalk algorithm also takes into account the ingmbrtole of QUD in the determination of
information structure. In corpus dialogues the informatgtructure of an answer contribution is very
often determined in relation to the question under disomssand answer utterances are precisely the
locus of information structure determination in Agend&Tals we shall see shortly. An information-
structure-giving question on QUD may, however, not havenbetroduced in the dialogue as part of a
contribution separated bgny number of turns. It must have been introduced fairly regeiathd this is
where the recency constraint comes in, so that recency amig@bstrain each other for the determination
of information structure. For an extensive corpus analyss [18].

The information structure of a semantic content in relatmithe semantic content of some contextually
given contribution can be determined through the expioitadf semantic parallelism between these two
contents ([15], [40]). This is, for instance, the approagplered by [30], [31]. In AgendaTalk we
have instead chosen to make use of already existing domawl&dge in the form of a relevancy relation
between questions and answers. This means that if a prateftas a relevant answer to a given question,
then the part that actually answers the question is the fand the remaining part is the ground. This
is an approach that works well for answer contributions iDDES. Although not calculated explicitly,
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semantic (and even pragmatic) parallelism here plays amgécitly, and the notion of question-answer
relevance importantly captures the informativeness ofdbes.

As we have mentioned, information structure of a proto-enints used by AgendaTalk both for the de-
termination of whether the contribution is to be contentucat, and for the determination of in which
modalities different pieces of content are to be realidedt, is, for media allocation. For this reason, it is
only relevant to determine the information structure oftproontents of moves that can be reduced and
that can be realised in both of AgendaTalk output modalitiésnce we have restricted the determination
of information structure to contributions that can fully tealised using either speech or graphics alone,
as this gives the most number of options to be explored foriaratbcation.

In AgendaTalk this means that information structure, cointeduction, and media allocation will only
be considered for answers to user queries. No other movébeavgiven an information structure. For
instance, no information structure will be determined fayraet move, which may be realised as, for
instance, “Hi, this is AgendaTalk”, or an ask move such astbaemay be realised as “What can | do for
you?” or one that may be realised as “Which information isng®’. This means that implicitly moves
such as greet moves and ask moves will be considered asa#i-fooves, that have no ground and for
which there is no base in the dialogue history. They will r@tbnsidered for content reduction, and they
will be given a default intonation. For present purposes ihifully suf cient, but for a discussion of the
information structure of questions, see [17] and [18].

For a proto-content where an information structure comgjsdf both focus and ground has been deter-
mined, content reduction based on information structuramaehat less than the full ground and focus
will constitute the contextualised content. FoolBiS this means the realisation of just the focus or just
the ground, but not both. Content reduction can either bardegl per modality, so that one modality
may realise a content reduced contribution, or not, irrethge of what is realised in other modalities. It
can also be regarded for the modalities taken togetheras@ttontent reduced contribution is one where
all modalities taken together realise less than a full gdoand focus, for a ground-focus content. The
AgendaTalk implementation allows both of these perspestio be taken.

Media allocation based on information structure meansitat is realised in a given modality belongs
to one or more information structural categories. In otherds, a given modality may either realise both
the focus and the ground, just the focus, just the groundoitnimg at all, giving four different options for
each modality. The allocation process determines whichefdur options is to be used for all available
output modalities for a given contribution that is to be issd.

2.3 Content Selection

As described above, the proto-content is determined byt module, which is the standard Agen-
daTalk module, and no modi cation of this module has beerdadefor WP3 work. Thus, content se-
lection for GoDIS in the context of WP3 involves the determination of the eghtalised content. This
includes the determination of whether a content-reducedribotion is to be used or not.

A number of different and often con icting constraints areolved in the determination of whether a
content reduced contribution is to be used or not. For itgtamwe may on the one hand require the
system contributions to be as natural and as ef cient asilplessavoiding redundancy, and on the other
that the system be as explicit and unambiguous as possibéefofmer case favours system contributions
that are content reduced, whereas the latter case favontsbtions that contain ground material and
are not content reduced. In the general case, the deteromrait whether to content reduce or not is
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a complex matter, with reasoning involving not only the probntent and its information structure, but
also a potentially large and complex context, includingdiaogue history and various factors outside of
the dialogue. For the system to produce a contribution avengpoint in the dialogue, con icts among
constraints must be resolved.

Optimality Theory (OT) is centered precisely on the intéiacof con icting constraints. For this reason,
we will use OT below to formulate constraints and to deteenineir interaction, both for content reduction
and, later, media allocation, as OT provides a valuable émonk for constraints. We want to emphasise
that OT is here used as a theoretical device, only for exprysijpurposes. We have not attempted an
implementation of OT. For a discussion of dif culties inved in implementing OT directly, and for a
motivation of using ®@DI1S-internal mechanisms for the implementation instead[X&je

2.3.1 Optimality Theory?

OT grew out of phonology, with [39], originally 1993, as thensinal work drawing together and extending
existing research on the role of constraints in phonolddloeory. Since then, the theory has expanded
into syntax (e.g., [23]), as well as semantics and pragm#&tia., [25], [10], [47], [14], [6], [11]). OT is
based on the idea of a number of simple violable constrdmatisare ranked in a particular way in relation
to each other, the ranking giving an optimal output amongd afsgeveral possible outputs.

OT can be characterised in terms of four components: Inpem, Gon, and EvalGenis a function that
generates a set of candidate outputs for a gimpnt Conis the set of soft, or violable, constraints. The
constraints are ordered by a strict ranking relation, eotdty = ', where Constraintl  Constraint2

is read agConstraintlis (strictly) higher ranked tha@onstraint2 Evaluationof a candidate set is the
assessment of the candidates to nd the one that best satiseeconstraints. A candida@andlis more
optimal than a candidat€andz if on the highest ranked constrai@bns1for which the two candidates
differ, Candlhas strictly fewer violations o€onslthan doesCand2 No number of violations of lower
constraints byCandlcan change this. It is only the optimal candidate that isicened grammatical — all
other candidates are ungrammatical.

OT rankings and evaluations are presented with the helprsftcaint tableaux. As an illustration, consider
an example from [16]. The analysis concerns the interpogtaif stressed pronouns, and de Hoop makes
use of two constraints:

3) (CT) CONTINUING TOPIC. A pronoun is interpreted as a continuing topic
4) (CS) CONTRASTIVE STRESS Stress on a pronoun indicates a rhetorical relation of @sht

The following is an OT tableau for one of de Hoop's examples:

Paul called Jim a Republican. CONTRASTIVE | CONTINUING
5) Then HE insulted HIM. STRESS TOPIC
a. HE=Paul, HIM=Jim * *
+ b. HE=Jim, HIM=Paul *x

The input is represented in the top left-hand corner, andhigoasentence discourse where stressed pro-
nouns are indicated by capital letters. The candidate taigne listed in the same column, below the

2This has also been reported as [18].
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input, one candidate per line. In OT tableaux the highedtedrtonstraint is leftmost, meaning that the
constraint ranking in (5) is:

(6) CONTRASTIVE STRESS CONTINUING TOPIC

Violations are marked by asterisks, one asterisk for eawh the candidate violates the constraint, and
blank cells indicate that the constraint is satis ed. Caaists are vacuously satis ed if they are not
applicable to a particular candidate.

In (5) candidate (a) involves the identi cation of HE withtt@and HIM with Jim. On the assumption that
the topic in the rst sentence in the discourse is Paul, andh¢Eopic in the second sentence, equating HE
with Paul satis es thecONTINUING TOPIC constraint. Identifying HIM with Jim, however, is a violati

of CONTINUING TOPICsince HIM is a pronoun but not a topic in the sentence. Thudidate (a) has one
violation of CONTINUING TOPIC. This candidate also violat€ONTRASTIVE STRESSSINce the proposed
reading does not involve Contrast.

Candidate (b) is the equation of HE with Jim and HIM with Patllis candidate satis eSONTRASTIVE
STRESSsInce it does give Contrast: in the rst sentence Paul isrtakeinsult Jim, and in the second
sentence Jim insults Paul. This candidate violatesITINUING TOPIC twice, as Jim is the topic of the
second sentence but not of the rst, and Paul is not the tojpikeosecond sentence but he is the topic in
the rst sentence.

As is clear from this discussion, both candidates violateesgonstraint. The highest ranked constraint
for which candidates (a) and (b) differ LONTRASTIVE STRESS As candidate (a) has one violation of
this constraint and (b) has none, and there are only two datedi here, candidate (b) is the optimal one.
This is indicated by the pointing hand. An exclamation maak e used to indicate a fatal violation,
which is the violation that makes a candidate lose out to thter@al one. Candidate (a)'s violation of
CONTRASTIVE STRESSIs fatal in this way. Constraints that do not affect the oatedfor a particular
example are sometimes marked by shaded cells. In (5) thtoceloNTINUING TOPICis shaded for both
candidates.

2.3.2 Constraints concerning content reduction

Having introduced the basics of OT, we now turn to constsaihat concern content reduction. Findings
concerning human-human dialogue are taken from the cotpdyg by [18].

REDUCE CONTENT

In human-human dialogue, content reduced contributioasvary frequent. Indeed they can be seen as
the default kind of contribution when a base is contextualigilable. Examples (7) and (8) are both
illustrations of this:

7 A: When do you want to have your ticket issugd
B: Sometime this week

3The dialogue extract is taken from SRI's Amex Travel Agentd)sape 16 call 5.
http://www.ai.sri.com/ communic/amex/amex.html

Version: January 9, 2007 (Final) Distribution: Public



IST-507802 TALK D3.2 January 9, 2007 Page 13/94

(8) A: How far above the granite quarry should | go
B: About half a centimetre

In both (7) and (8)B's contribution is content reduced and consists of only theu$. No ground is
realised since the base is contextually available throbglytiestion under discussion which is realised in
the immediately preceding turAs question. That is, in this context there is no needBan (7) to utter
the whole of “I want to have my ticket issued sometime this kgmor for B in (8) to utter “You should

go about half a centimetre above the granite quarry”.

Examples like these — a question followed by a content-redi@mswer — can be seen as the prototypical
case of content reduction in spontaneous spoken dialdgumigh being very frequent in all the different
domains we have looked at. If ground material is present imdnthuman dialogue, this material is
typically there for a particular reason (we will discussstim relation to a number of different constraints
below), overriding the default of using a content reduceuatrdoution.

A system aspiring at human-like behaviour may therefordude a constrainREDUCE CONTENT If
this constraint is outranked by other constraints reqgitive presence of ground material in the contextu-
alised content, and these constraints apply in speci aairstances, the system will still give non-reduced
contributions when appropriateEDUCE CONTENTcan be formulated as in (9).

9) (RC) REDUCE CONTENT The contextualised content is reduced

Remember that just as for all constraints to be discussex REDUCE CONTENTIS aviolable constraint.
Its inclusion does not necessarily mean that the contdhutvill be content reduced — the effect of the
constraint depends on how it is ranked in relation to othestraints.

REPEAT FOCUS-GROUND

In human-human dialogue there is evidence that when a spegb@ats a contribution, e.g., as a result
of the other dialogue participant indicating problems witiderstanding in some way, the speaker may
include more material in the repeated contribution thawiptesly. For instance, if the speaker had given
a content-reduced contribution consisting of only the &dhe repeated contribution may also contain
some ground material. A human-computer analogue of thisdameithat whenever the user has asked the
system to repeat a contribution — iroG1S terms this would mean the user's just having made a repeat
move — the system should respond using a full ground and facespective of whether the rstinstance

of the contribution was content reduced or not. This isSREEEAT FOCUSGROUND constraint in (10).

(20) (REP FG) REPEAT FOCUSGROUND: Ground is part of the contextualised content following
a user repeat move

SPEECHINPUT FOCUS-GROUND

Another way in which a dialogue system may take (mis)undadihg into account, is through the recog-
nition score for the user input. If this score is high, thatfithe system can be con dent of having heard,
and presumably understood, the user correctly, a congeloieed contribution realising only the focus

4The dialogue extract is taken from the HCRC Map Task Corpiatogue q7nc3.
http://www.hcrc.ed.ac.uk/maptask/
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can be produced (subject to other constraints). If the $pesmognition score is below a certain value,

which needs to be determined empirically for different &@ilons and environments, the system may
instead produce a non-content-reduced contribution guntaboth the focus and a full ground. Such a

contribution can be seen as an implicit request for con lioraby the user, in that the user may address
and correct what the system perceived as the ground, ifuhis but to be incorrect. This was a strategy
adopted already by Philips for their train information gystin the 1990s, although not discussed in terms
of information structure [5].

A constructed dialogue example illustrating the issueésfétiowing:

(11) U1: What day is the conferen@e
< recognition score fod 1: high>
S1:The fth of May
U2: Okay

The recognition score for the user utteranc&Jih is high, and the system is con dent of having heard
and understood correctly. In this case the system producestant-reduced answer 81. The answer
is here given as speech, but could instead or additionaliedksed using the graphical interface with a
particular day in the calendar being highlighted.

When the recognition score is lower, the system can includergl material:

(12) U1: What day is the conferen@e
< recognition score fod 1: intermediate>
S1: The conference ishe fth of May
U2: Okay
U2% No, | asked about the dentist

The inclusion of ground material in (12) enables the usepteect the system, should this be needed.

If the speech recognition score is even lower, the systeteadsembarks on a more explicit request for
con rmation using the various grounding strategies i0[BS.

The constraint in question can be formulated as in (13):

(13) (SP FG) SPEECHINPUT FOCUSGROUND: Ground is part of the contextualised content when
the speech recognition score is below a certain value

COGNITIVE LOAD

AgendaTalk is developed as an in-home application. Howedwgeenable further comparison with the
SAMMIE system in this deliverable, constraints concerning cognitoad, as discussed in relation to
SAMMIE (see Chapter 3), are here brie y considered. In relation @GS we here only consider cases
when the cognitive load for the driving task is high, meartingt a task that the user is performing that
does not involve the dialogue system requires a great demdradttention.

We include two constraints for cognitive load that con icitiveach other. These can be given as (14) and
(15):
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(14) (CL-NG) COGNITIVE LOAD — NO GROUND. No ground is included in the contextualised
content when user cognitive load is high

(15) (CL-G) COGNITIVE LOAD — GROUND: Ground is included in the contextualised content when
user cognitive load is high

The constrainCOGNITIVE LOAD — NO GROUND favours system contributions that are content reduced
in that they consist of only the focus. The motivation forstiebnstraint is that while the user is to a
great extent occupied with something other that the dia@agystem, the system should produce as little
as possible so as to put as little extra strain on the usersassipe.

The con icting constraintCOGNITIVE LOAD — GROUND involves the opposite strategy: a full focus-
ground contribution is favoured. The motivation here ig tha inclusion of ground material may facilitate
the user's detection and processing of the focus, by progidi some sense redundant material that helps
point the user in the right direction.

SYSTEM DEFAULT

The system can be set to have a certain default behaviourregtird to content reduction, either that
the default is to content reduce whenever possible, or rieveontent reduce. The rst case may be
expressed as aYSTEM DEFAULT - REDUCE constraint, and the second case aSY&TEM DEFAULT -
DO NOT REDUCEconNstraint. ThesYSTEM DEFAULT - REDUCE constraint actually coincides with the
REDUCE CONTENTcoONstraint above, and is therefore strictly speaking rddaonh A general formulation
of system default behaviour is as in (16):

(16) (SD(CR)) SYSTEM DEFAULT (CONTENT REDUCTION: System behaviour w.r.t content re-
duction follows system default settings

USER PREFERENCE

In analogy withSYSTEM DEFAULT (CONTENT REDUCTION), a system may also allow the user to have
her own preferences regarding the content reduction betnaef the system, in terms of whether content
reduced contributions are generally preferred or not. Tmsiraint is given in (17).

an (UP(CR)) USER PREFERENCHCONTENT REDUCTION: System behaviour w.r.t content re-
duction follows user preferences

LIGHT GROUND

A constraint that is left to future investigation, that igtmart of the current implementation, isGHT
GROUND. This constraint states that a light ground is included éndbntextualised content, where a light
ground is a ground that contains little semantic and phaicdd material. A dialogue example is the
following, taken from a corpus collected as part of the TALigjpct:

(18) A: Nar ar den ifrarf?
Eng.When s it from?
B: Denar fran '83
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Eng. It's from '83

The corpus was collected to give data about human-humapgdialfor controlling an mp3 player. In the
dialogues, persoB is the one handling the mp3 player, with access to informadiibout songs, artists,
albums, etc.A andB are sitting with their backs to each other, communicatinly ¢imough speechA
requests various actions and pieces of information,Baresponds to this.

In example (18)A wants to play a song from a certain band, and has been giverathe of an album by
that band. As can be seen from the dialogue extrthten asks when the album is from. The ground in
B's utterance, corresponding to “it's from”, is a light gralinit contains a pronoun, which in itself carries
very little semantic information, and the whole ground igejbrief.

Light grounds are fairly common in the mp3 corpus, in patticin contexts where the ground is iden-
tical with the base, as in example (18). Based on the mp3 sdtpmay seem that light grounds are
optional, occurring interchangeably with content reducewtributions consisting of only the focus. Such
a possibility is explored by [19].

As anaphora has recently been incorporated in AgendaTaik &n interpretation perspective, the hope is
that only minor modi cations are needed for the inclusioranfphora also from a generation perspective,
as would be needed for the generation of light grounds. Heweuch modi cations have been considered
as outside the scope of present considerations, anddireg GROUND constraint is therefore left to future
work.

2.4 Media Allocation

As discussed above, contributions that cannot be fullygedlin both of the available AgendaTalk output
modalities are not assigned an information structure, amdat considered for content reduction. In terms
of media allocation, such utterances are realised usingcbpenly, as they can be fully realised using
speech, but at most partially using the GUI, and sometimegnaphically at all (without a modi cation
of the GUI). Thus, a basic constraint on media allocatiolves move type, where certain moves will
only ever be considered for a realisation using speech. Farver moves which can be fully realised
using either speech or graphics or both, a number of conttrai uence media allocation. Just as for
constraints on content reduction above, we here formulaidiarallocation constraints as OT constraints.

FOCUS-GROUND ABILITY

One factor to take into account when realising a contriloutgojust how good a certain modality is at
conveying information structure, that is, at conveyingféedénce between ground and focus. If this is not
at all possible for a given modality, it is clearly pointldsstry to convey information structure using that
modality.

For the AgendaTalk application we have judged the two outpadalities to be equally capable of convey-
ing information structure, the speech modality throughtke of intonation, and the graphical modality
through the use of different means for highlighting, sucly@en for ground and ashing red for focus.
This means that for AgendaTalk this constraint will have nacfical effect when it comes to deciding
among candidates, and the constraint is therefore onlyiéinpi the AgendaTalk implementation. We
have, however, chosen to include it in our discussion hereedselieve it to be a useful constraint in the
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general case, for other applications and output modalitieslso explicitly shows information structure
in the media allocation process.

The constraint can be given as in (19).

(29) (F-G AB) FOCUSGROUND ABILITY: The contribution is realised in a modality capable of
conveying information structure

INPUT MODALITIES

Output may depend on input in a number of ways. For our coscenedia allocation may follow the
“media allocation strategy” employed by the user, in thessethat the system only makes use of the
modalities that are used as system input. This is integiatédiendaTalk as the system ceasing to use a
modality if it has not been part of user input during a certaimber of preceding turns, and, conversely,
the system starting to use a modality if it has been employetiduser during preceding turns.

The constraint is given as (20).

(20) (M) INPUT MODALITIES: Media allocation follows the modality types employed bg tiser
in the dialogue

GUI —FOCUS-GROUND

Content reduction and media allocation are not independepfch other. This is the reason behind
including both of these processes in the same module in Agkatkl In the general case, whether one
wants to content reduce or not may depend on the modality éstopn, hence one may want different

behaviour with regard to content reduction for differentpat modalities. One factor involved here is

“cost”, in perhaps a fairly abstract sense. For instanaectist of producing a spoken contribution may
be quite high if what is to be said contains a great deal of natsuch as both (a non-light) ground and

focus, whereas the cost of producing a focus-ground carimi using graphics may be considerably less.
The notion of cost may here be considered both from the sysi@®neration) perspective, in terms of

processing power and time needed for actual productionfrandthe user's (interpretation) perspective,

in terms of amount of attention needed for the perceptionuemitrstanding of the contribution.

Consider an example where the system is to convey that théngem the eleventh of October is at
twenty minutes past two in the afternoon, with the time asi$oand the rest as ground, and where the
following variants are some of the possible realisati®andS %how spoken outpu§’andS*Yraphical
output) :

(22) S: The meeting on the eleventh of October is at twentytpasp.m.

S® < On the day in question in the calendar, 2.20 p.m. is shown $hirgg red, and meeting
in non- ashing greerr

S% Twenty past to p.m.

S"®< On the day in question in the calendar, 2.20 p.m. is shownshirg red, and meeting
in non- ashing greerr

The rst variant in (21) is a spoken ground-focus contribuatithat is quite long-winded. It takes quite
a long time for the TTS to utter, and the user has to listen ting utterance, and she also has to listen
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precisely when the utterance is being produced. In conarthe graphical contribution &— which has

to be visualised here — can presumably be apprehended bgehéa shorter time and is less dependent
on which speci c moments the user is attending to the scrgisen that the contribution remains on the
screen for a while.

The two contributions ir8°%and S*°both contain only the focus. It may be argued that the diffeeein
cost between the two spoken contributions is greater tredifference in cost between the two graphical
contributions.

We do not further specify and implement the notion of coseheor do we supply an exhaustive range of
constraints involving the interaction between contentiotidn and media allocation. Rather, we content
ourselves with one illustrative constraint that is usefahi an AgendaTalk point of view. This constraint
enables both focus and ground to be realised using the GUlietlee speech modality realises content
reduction as determined by other constraints, and it istitated as in (22).

(22) (GUI F-G) GUI FOCUSGROUND: Ground is part of any contextualised content that is redlis
graphically

COGNITIVE LOAD

Just as for content reduction, cognitive load may also basidered in relation to media allocation. For
a high cognitive load for the driving task, one may here imagiwo possible and con icting strategies.
One strategy is that when the cognitive load for the driviagkt or some other task not to do with the
dialogue system, is high, a system contribution is realisgdg only speech. In this way the driver can
keep her eyes on the road and is not visually distracted bgytstem.

The other strategy is a completely opposing oasly graphics is realised. The motivation here is that
the dialogue system should not distract the user in any wagnwhe cognitive load for the driving task
is high, and displaying a system response using graphicasrbat the user can look at the screen later,
when the cognitive load is lower and the user is ready to resin@ dialogue.

The implementation of both of these constraints allows theime empirically tested and thus contrasted
with each other in a practical setting.

The two constraints are given as in (23) and (24), respéytive

(23) (CL-NGUI) COGNITIVE LOAD —NO GRAPHICS Realisation is through speech only when user
cognitive load is high

(24) (CL-GUI) COGNITIVE LOAD — GRAPHICS Realisation is through graphics only when user
cognitive load is high

EYES OCCUPIED ELSEWHERE — SPEECH ONLY

Constraints on cognitive load take into account the physioatext of the user, a type of context that is
merely simulated for AgendaTalk in the TALK project. Othenstraints take into account other aspects of
this physical context. One such constraint is a generalti@nsrequiring a contribution to be realised in a
modality with high detectability (see e.g., [21] and [4])ete we regard the constraint on high detectability
as a family of constraints, distinguishing two differenses. The rst case involves detectability then the
user's eyes are occupied elsewhere. Clearly, if the sygemdommunicate a message to the user in such
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circumstances, a modality with high detectability heregeexh, with graphics having very little or no
detectability. The more speci ¢ formulation of the high detability constraint in this kind of physical
context can therefore be formulated as in (25).

(25) (EOCC) EYES OCCUPIED ELSEWHERE- SPEECH ONLY. Realisation is through speech only
when user's eyes are occupied elsewhere

NOISY ENVIRONMENT — GRAPHICS ONLY

The second case of high detectability in relation to a speodn guration of the physical context, involves
a highly noisy environment. Complementary to the eyes-pieclielsewhere case, high detectability here
requires the system contribution to be realised using gea@nd not speech.

The constraint is (26).

(26) (NENV) NOISY ENVIRONMENT — GRAPHICS ONLY. Realisation is through graphics only in a
noisy environment

SYSTEM DEFAULT

In the section on content reduction above, we formulatedtcaimts allowing a system default behaviour
with regard to whether to content reduce or not. Similarlg,lvave enabled system default constraints for
media allocation, which rely on the AgendaTalk developercsping such default values.

In the implemented system, one way in which the interdeperelef content reduction and media allo-
cation can be seen is that system default values for corgdnttion and system default values for media
allocation are handled by a single representation, oneafdr modality. Using the new typgFOAMOUNT
developed as part of, [28] the system default value for $peatput is set to one of the following:

27) Realise only the focus
Realise both focus and ground
Realise only the ground
Realise nothing at all

In the same way, the system default value for graphical dugiso set to one of the values in (27). These
two variables — spoken output default and graphical outptdudt — then handle the information needed
to determine system default values for media allocatiorhat they represent whether (part of) a given
contribution is to be realised in both modalities or in onhepand for the latter case in which modality.

The same two variables also allow the determination of systefaults for content reduction in that they

represent just how much is to be realised in each modality.

The constraint is the one in (28).

(28) (SD(MA)) SYSTEM DEFAULT (MEDIA ALLOCATION ): System behaviour w.r.t media alloca-
tion follows system default settings

In fact, we can con ate theYSTEM DEFAULT (MEDIA ALLOCATION ) andSYSTEM DEFAULT (CONTENT
REDUCTION) constraints into a single system default constraint:

(29) (SD) SYSTEM DEFAULT. System behaviour w.r.t content reduction and media dilocdol-
lows system default settings

Version: January 9, 2007 (Final) Distribution: Public



IST-507802 TALK D3.2 January 9, 2007 Page 20/94

USER PREFERENCE

User preferences have also been enabled for both contamiti@d and media allocation. Just as for
system defaults, a single representation for each modgligs user preferences concerning both content
reduction and media allocation.

The constraint on user preferences is (30).

(30) (UP(MA)) USER PREFERENCHEMEDIA ALLOCATION ): System behaviour w.r.t media alloca-
tion follows user preferences

As for system default behaviour, we can convert the two usefiepence constraints into a single con-
straint:

(31) (UP) USER PREFERENCE System behaviour w.r.t. content reduction and media atioo
follows user preferences

2.5 Intonation determination

As many researchers have pointed out and investigatedmafon structure is one of the factors in u-
encing the intonation of an utterance [26], [42], [43], [24his has also been implemented in dialogue
systems and other computational applications [38], [31],[[22].

Generalising quite broadly, several of these approachd® malistinction between one type of accent
associated with informative or new material — what we hetkefoaus— and another type of accent as-
sociated with backgrounded or old material, or with the kifidnaterial calledopic, which we have so
far left out of our discussion here. The topic of an utteratygpécally constitutes what is being talked
about. For instance, Jackendoff [26] distinguishes batvege“A” accent and a “B” accent, where the A
accent is shorthand for “answer accent” and is associatédtiae informative part of an utterance, and
the B accent is shorthand for “background accent” and iscéstsal with the backgrounded part of the
utterance. Jackendoff reports that both accents involuglagitch, and that the A accent concludes with
a fall in pitch, and the B accent with a rise in pitch.

The following is one of Jackendoff's examples:

(32) C: Well, what about Fred? What did he eat?
D: Fred ate beans

In D's answer in (32), Jackendoff argues that “Fred” is assediatith a B accent and “(the) beans” with

an A accent.

A more complex scheme is used by Steedman [42], [43], who sade of two dimensions of information

structure and distinguishes both two types of pitch accantstwo kinds of intonational tunes. We will

not go into detail here, as it would take us far beyond oureresonsiderations, but simply note that
Steedman's focus-type accent (which he calls the rhemesjds given as a H* accent in the framework
of [36], [37]. This is an accent that has a high pitch, and thiss slightly different from the A accent of

Jackendoff which also includes a fall in pitch.

It should be noted that the issue of the precise relationbbipreen information structural categories
and phonological realisation is a highly complex issue,etejing in no small part on which type of
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information structural categories are used and how thesdeaned. There seems to be indications that in
empirical material there is no one-to-one mapping betweeerds and information structural categories.
Also, even though speakers can produce a certain infornato@tegory with a certain accent, and hearers
can perceive it as such, in an experimental setting, it isaivadys clear whether, or to what extent, it is
really employed by speakers in non-experimental everydayersations.

In the AgendaTalk implementation we have chosen to conatentm only one kind of intonational mod-

i cation. This is version of the A accent of Jackendoff ané tH* accent of Steedman, that is, an accent
associated with the focus. Every spoken contribution inmsigdalk for which information structure has
been explicitly determined and which includes a focus,isealthis accent. We have chosen to work
with SSML (Speech Synthesis Markup Langugges this has emerged as a W3C standard. |iGére
erate_agendatalk_is module — see the AgendaTalk architecture in gure 2.2 on page 7 — aegepof
contextualised content marked as a focus is mapped to asponding (sub)string that is enclosed by the
SSML tag for emphasis:

(33) <emphasis level="strong" >< [emphasis >

The optional attributdevel is shown in (33) with the value “strong”, which is the most amb of
emphasis possible in SSML. The other valuedewvél are “moderate”, “none” and “reduced”, with
“moderate” as the default if the attribute is not includedha tag.

The mapping from contextualised content with informatitmcture markup to a string with SSML tags
is done with the help of the lexicon resource, see [29].

Our motivation for manipulating only the focus phonolodiizaand no other information structural cate-
gory, is that a highly effective result can be achieved by thanipulation alone, as it clearly indicates to
the user what the system considers to be the informativeopéite contribution. Secondly, the other type
of information-structure-based phonological manipwolatihat could be included — an accent associated
with the topic when this is part of the ground — often appeatset optional, in that the ground can be re-
alised with a fairly atintonation. Furthermore, a topiccant of the kind used by Jackendoff or Steedman
is often, in actual conversation, used to mark or imply a i@mttbetween topics. We have chosen not to
investigate such contrast in relation to AgendaTalk, as awe mather placed our emphasis on the choice
between whether to content reduce or not. However, the raodnld extensible nature of AgendaTalk is
fully compatible with an extension that also includes casiiive topics and topic accents, should this be
desired in the future. In AgendaTalk this would require a noadion of the modulelnformation_structure

to include also an information structural dimension inuadytopics. The lexicon resource would also
need to be modi ed to include SSML tags mapping topics to gregriate intonational realisation.

We do not investigate phonological realisation using OTst@ints, as the optimal candidate would here
always be the one realising a focus using the SSML emphasisAay constraint ranking is therefore
super uous here. For an investigation of information stawe and intonation in a more complex setting,
see [18].

2.6 Constraint rankings, tableaux, and dialogue examples

We have now considered the determination of informationcstire, the characterisation of a number of
constraints on content reduction and media allocationguSiftstyle constraints, and the determination of

Shttp://www.w3.0rg/TR/speech-synthesis/
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appropriate intonation. With all this in place, we now tuorthe ranking of the OT constraints, and the
evaluation of candidates in relation to a ranking.

In OT, constraints are seen as universal, with the diffexdretween languages being not the constraints
that are involved, but rather the ranking of these congsaif particular language is thus coupled with a

particular constraint ranking. In the context of our mubtithal dialogue system, a given constraint ranking

can also be seen as corresponding to a certain languageyverithat it corresponds to a certain system

behaviour with regard to content reduction and media dfioca

Rather than determining a single ranking for our constsawvhich is a highly complex matter well beying
the scope of current undertakings, and perhaps not everablesas we shall soon see, we have designed
AgendaTalk to allow a number of different rankings. This ti@s advantage of giving a highly exible
system, where the user herself can choose the system behakimwants and feels comfortable with. It
also has the advantage of providing a setting for future rxats, where different constraint rankings
can be tried and evaluated for a number of users. We can hereogethe use of simple, violable and
ranked OT constraints as a theoretical setting goes welii avipractical implementation of a dialogue
system that requires choices to be made in relation to ctingdnformation, and that is required to show
a exible behaviour.

Even though candidates can be tried in relation to any cainstranking, we have chosen to limit our-
selves to a few different rankings, where each ranking caseba as a strategy for system behaviour. The
particular strategies we have chosen all illustrate dissgstem behaviour with respect to content reduc-
tion and media allocation, and we believe that our set ofirgskis enough to illustrate the theoretical
and practical research issues involved.

We begin by de ning the candidates involved, and then weuwdis¢he different strategies — corresponding
to different rankings — that we have chosen for AgendaTalle d& the latter using OT tableaux and
sample interactions with the system.

2.6.1 Candidates

In order to convey a message, the minimal thing that needs teddised is the focus. This seems to be
an inviolable constraint — never violated by any optimaldidate — and we have therefore included it
as part ofGenrather than as part of the constraint set. This means thgtaamdidates that minimally
include the focus in at least one modality are considered.tt®oAgendaTalk application, with the two
output modalities speech and GUI and four different redtisa per modality (both focus and ground,
only ground, only focus, and nothing at all), this givés 4 = 12 candidates for each contribution where
an information structure consisting of both a focus and aigichas been determined. The four candidates
that are substracted are the ones that would realise no.focus

In line with what appears to be common OT practice, not aldadates are necessarily included in the
tableaux below, but we focus on the most interesting catesdd his, however, is only for convenience —
all candidates could of course be included should one wislo teo, and only suboptimal candidates have
been left out of the tableaux.

For convenience, we will refer to the candidates using thelta(a)-(I), with each candidate realising
either f(ocus only), g(round only), f(ocus)-g(round),enothing) for each of the two modalities speech
and gui, in the following way:

(34) a. speech: f g. speech: fg
gui: f gui: f
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b. speech: f h. speech: fg
gui: g gui: g

c. speech: f i. speech: fg
gui: fg gui: fg

d. speech: f j. speech: fg
gui: e gui: e

e. speech: g k. speeeh:
gui: f gui: f

f. speech: g l. speecle
gui: fg gui: fg

The naming convention in (34) will remain constant for alilesaux below.

In the implemented system, no suboptimal candidate is esterby constructed. This creates a more
ef cient system, and is possible since we have chosen nahjpbeiment OT directly, but rather to let OT
be the theoretical exploration uncovering certain depecids for the subsequent implementation. Thus
the GoDI1S implementation of (the equivalent of) OT constraints du@snvolve the testing of whether a
candidate violates the constraints or not, but rather theahconstruction of the optimal candidate.

2.6.2 Ranking: perception and understanding

The rst strategy for content reduction and media alloagatilbat we investigate here is highly in uenced
by empirical ndings on content reduction in human-humaalaljue (for the relevant empirical ndings,
see the discussion of the constraints above). The rankithg i®llowing:

(35) REPEAT FOCUSGROUND, SPEECHINPUT FOCUSGROUND SYSTEM DEFAULT RE-
DUCE CONTENT

All constraints not shown in the ranking just above can b seelower ranked, and will not affect the
outcome.

The lowest ranked constraint explicitly shown in (35REDUCE CONTENT giving a default behaviour
that involves content-reduced contributions, much as @sden in human-human dialogusYSTEM
DEFAULT is higher ranked, meaning that system defaults regardingnbreduction and media allocation
take precedence over the default reduce-content behavidw highest ranked constraints &ePEAT
FOCUSGROUND and SPEECHINPUT FOCUSGROUND, with the comma inbetween them indicating that
they are not ranked in relation to each other.

This ranking means that a content-reduced contributiohbeilthe optimal candidate if system defaults
require no ground, if the system contribution is not to falla user's request for repetition, and if the
speech recognition score is suf ciently high not to requireund material. This ranking is shown in
gure 2.4. The Input for that tableau is given in gure 2.3,cafinput' should here be seen in the OT
sense, see section 2.3.1 above.

As can be seen in gure 2.3, the Input consists, rst of all,tbé proto-content with an information
structure. Throughout the examples we use underbracingatl focus, and leave ground unmarked.
The semantic representation of the proto-content is &jigdimpli ed for the examples given here as
compared to the actual representations used in AgendaThik.is to increase readability. Secondly, the
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(OT) Input:

Proto-content with information structure:
answe(time(il?;?)) A answe(even{yoga)

— with the underbraced material “16.30” as the focus and tbea®
the ground

— The proto-content corresponds to “The yoga is at 16.30”
System default value for speech: f
System default value for gui: f
Speech recognition score: high

Contribution is being repeated: no

Figure 2.3: Input for the tableau in gure 2.4

input consists of the current context in the form of the infation state, of which we here include readable
versions of the values of relevant module interface vaembln gure 2.3 these values thus tell us that
the current system default is to realise only the focus i lnobdalities, that the speech recognition score
is high enough not to require the presence of ground materma that the system contribution is not a
repetition of a preceding contribution.

Given this Input in the form of the current context and thetgroontent with information structure, the
optimal candidate is determined using the tableau in gu#e 2

| | REPFG:SPFG | sD|RC|
+ a. speech: f; gui: f :
d. speech: f; guie : I*

k. speechg; gui: f : I*

Figure 2.4: Tableau for the Inputin gure 2.3

The tableau in gure 2.4 shows candidate (a), with a contaigad content realising focus in both modali-
ties but no ground, as the optimal candidate. This cand&kite eSREDUCE CONTENTSINce a candidate
realising only the focus is content reduced. It also saiSeSTEM DEFAULT, since the candidate realises
precisely what is required by the system default values énitiput, for both modalities. The candidate
satis es SPEECHINPUT FOCUSGROUND since the speech recognition score is high enough not to re-
quire ground material, and it satis @&EPEAT FOCUSGROUND as the contribution does not follow a user
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request for repetition. In the tableau, the dotted line leetwthe two constraintSPEECHINPUT FOCUS
GROUND and REPEAT FOCUSGROUND is used to indicate that they are not ranked in relation tdeac
other (as was shown using the comma in example 35 above).

Candidates (d) and (k), realising focus in one modality lmitin the other, are suboptimal because they
violate SYSTEM DEFAULT by not following the default value for one modality.

All remaining candidates include ground in some form. Altgb not shown in the tableau, all candidates
that include a ground are suboptimal in this context bectheseviolate all four constraints.

The optimal candidate for this example then correspondseaystem contribution in a dialogue such as
(36):

(36) U: What time is the yoga?
S:<emphasis level="strong'16.36< /emphasis
+ < 16.30 on the relevant day shown in ashing red

What about the constraint ranking in example (35) in a a gligtifferent context, one that requires ground
in some way? Consider the Input in gure 2.5.

(OT) Input :

Proto-content with information structure:
asin gure 2.3 above

System default value for speech: f
System default value for gui: f
Speech recognition score: low

Contribution is being repeated: no

Figure 2.5: Input for the tableau in gure 2.6

The Input in this gure is the same as in gure 2.3, with the egtion that the speech recognition score
is lower, corresponding to a situation where $REECHINPUT FOCUSGROUND constraint favours a
candidate that includes ground.

The tableau for this Input is given in gure 2.6.

The tableau in gure 2.6 shows that candidate (a), which Wwaptimal candidate in the tableau in gure
2.4, is now suboptimal because it violates the constisHECHINPUT FOCUSGROUND. This is also the
case for candidates (d) and (k), which in addition violageshsSTEM DEFAULT constraint. Candidates (b),
(c), (e)-(j), and (I) all include ground as part of their cextualised content. This means that even though
they violatesYSTEM DEFAULT andREDUCE CONTENT they are optimal since they satisfpEECHINPUT
FOCUSGROUND through the inclusion of ground material.
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| | REPFG:SPFG | sD|RC|

a. speech: f; gui: f S

+ b,c,eq, I : * *
d. speech: f; guie o ¥ *
k. speechg; gui: f D *

Figure 2.6: Tableau for the inputin gure 2.5

This means that for the current example there is not one aptiandidate, but a set of equally optimal
candidates. In OT this may be treated as optionality, orasdinstraint(s) differentiating the candidate set
not having been uncovered yet. In a practical implemematiech as a dialogue system, equally optimal
candidates can be treated as variations for system outpgen randomly.

In relation to the tableau in gure 2.6 it should be noted tWathere treasYSTEM DEFAULT as violable
only once by a candidate. That is, this constraint is satialy if the candidate contains precisely what
is speci ed by the system default values, and violated otiser. Another way to treas®YSTEM DEFAULT
would be to regard the modalities separately, so that, cthrent example, if a candidate has anything
other that just the focus for the speech modality, and angtbiher than just the focus for the graphical
modality, the candidate would violateySTEM DEFAULT twice — once for each modality. A candidate
such as (i), with fg for both speech and gui, violatssTEM DEFAULT twice, would then be less optimal
than a candidate such as (g), which violadesTEM DEFAULT only once, through fg for speech but f for
graphics. We have chosen the violate-only-once approasly$9EM DEFAULT since we do not regard
number of violations o6YSTEM DEFAULT to be what actually separates candidates here. Rather, othe
constraints to do with media allocation presumably playle.ro

In relation to gure 2.6 we also need to point out that ’EDUCE CONTENTWe treat content reduction
as concerning all modalities taken together, so that a ibomitvn is only content reduced if it does not
realise the ground in any modality. This makes (a), (d), &)ddtisfyREDUCE CONTENT but all other
candidates include ground in at least one modality and fhrereviolate this constraint. we have chosen
this approach since, in parallel with the treatmensesTEM DEFAULT above, whether one modality on
its own is content reduced when the other is not, does not s@bma differentiating factor for the set (b),
(c), (e)-(), and (I).

We have now considered two different contexts for the ragkinexample (35), and shown how the
candidates fare in relation to these. Concluding this ramkit can be seen from the tableaux and the
surrounding discussion that a strategy involving this mnaglallows the investigation of human-like be-
haviour with respect to content reduction, in that conteduction is the default that is overridden if user
or system perception or understanding requires the presgrground material. Media allocation follows
system default values.

As we now turn to the other rankings, we content ourselvels giting constraint rankings and discussing
these without showing explicit tableaux. It should be sidrtly clear from the discussions how such
tableaux could be constructed.
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2.6.3 Ranking: system default

One type of strategy for the system is always to follow systlfault values for content reduction and
media allocation. This gives a consistent, albeit non{dj system behaviour throughout the dialogue,
where content reduction and media allocation are detedrimi#ependently of a changing dialogue con-
text. This strategy allows the AgendaTalk developer to Hallecontrol, and determine a xed system
behaviour. This is useful if a consistent system behavi®desired, such as if one single strategy is to be
controlled and tested throughout a whole dialogue.

Naturally, the system default values may be set to any ofileés/e combinations in example (34) on page
22.

The ranking for this strategy is the following:
(37) SYSTEM DEFAULT < all other constraints

This ranking says tha&YSTEM DEFAULT is higher ranked than all the other constraints on contehtae
tion and media allocation. Irrespectively of how these otlomstraints are ranked among themselves, and
given that the system default values are always among tHedweandidates (and this is indeed the case),
the optimal candidate will always be the one that precisatis ®s SYSTEM DEFAULT, that is, the one
that adheres to the system default values.

2.6.4 Ranking: user preference

In analogy with the system default strategy just introdycate may want user preferences always to
determine system behaviour when it comes to content redueind media allocation. This then means
that the user will always be the person in control, and willcbenpletely free to determine the type of

system behaviour she wishes.

The ranking is the one in (38):
(38) USER PREFERENCE  <all other constraints

Just as for the system default strategy above, this strategpns that irrespectively of how the other
constraints are ranked, the optimal candidate will alway$he one among the twelve possibilities that
precisely satis es the user preference values for contshiction and media allocation.

2.6.5 Ranking: cognitive load

When discussing constraints on cognitive load above, wedhtwo areas with directly opposing con-
straints when the cognitive load for some system-exteasid such as driving is high. One area concerns
whether to include ground or not, and the other whether tqustespeech or just graphics.

In terms of constraint rankings, we may consider four défgrstrategies here. The rst two concern
ground:

(39) COGNITIVE LOAD —NO GROUND  SYSTEM DEFAULT  COGNITIVE LOAD — GROUND

(40) COGNITIVE LOAD —GROUND  SYSTEM DEFAULT  COGNITIVE LOAD —NO GROUND
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The ranking in (39) shows a strategy whereby no ground willhotuded when the cognitive load for a
system-external task is high. If the cognitive load is Idve COGNITIVE LOAD — NO GROUND constraint
does not apply, and system default values will be followed.CAGNITIVE LOAD — GROUND is ranked
below bothCOGNITIVE LOAD —NO GROUNDandSYSTEM DEFAULT, COGNITIVE LOAD —GROUND will
here never be the one that determines the optimal candiddiee sense that no optimal candidate will
ever satisfyfCOGNITIVE LOAD — GROUND and violate the other two.

The ranking in (40) gives precisely the opposite behaviaith ground included whenever the cognitive
load for a system-external task is high. If the cognitivedigalow, system default values will be followed.

The next two strategies concern the choice of modality, kadankings involved are the following two:
(42) COGNITIVE LOAD —NO GRAPHICS SYSTEM DEFAULT  COGNITIVE LOAD — GRAPHICS
(42) COGNITIVE LOAD —GRAPHICS SYSTEM DEFAULT  COGNITIVE LOAD —NO GRAPHICS

The ranking in (41) makes no graphics be used for system butpen the cognitive load is high, with
system default values being followed for just how much malés to be realised in the speech modality.
When the cognitive load is low, system default values ardeviedd for both modalities.

Conversely, the ranking in (42) makes only graphics and medp be used when the cognitive load is
high, again with system default values being followed fowlmuch material is to be realised graphically.
System default values are followed when the cognitive lgddw.

For all four rankings (39)-(42), all other constraints cadeen as lower ranked than the constraints
explicitly shown here. For the two rankings in (39) and (49¥ notably means thatOGNITIVE LOAD

— NO GRAPHICSand COGNITIVE LOAD — GRAPHICS are also part of the ranking, so that both content
reduction and medial allocation are handled. Similarly,(#1) and (42) the two constrain€OGNITIVE
LOAD —NO GROUNDandCOGNITIVE LOAD — GROUND are also part of the ranking.

The provision of all four rankings in (39)-(42) makes it pib#s to choose among and experiment with
them in various dialogue settings, as we have already arnguedeneral way for the different rankings.

2.6.6 Ranking: input modalities

The effect of adapting system output behaviour to the usetgviour when it comes to media allocation
is captured by the following constraint ranking (given tathibther constraints are lower ranked):

(43) INPUT MODALITIES  SYSTEM DEFAULT

This strategy then involves adapting the modalities usethbysystem to those used by the user for her
input. We have chosen to make use of a few previous user t@thgr than just a single one, so that the
system will only “lose” an output modality if it has not beemgloyed for some time. This means that at
the start of the dialogue, before the user has produced aisaf amount of contributions, system default
values will be followed, as given by the ranking in (43). ®ystdefault values will also be followed for
content reductiorthroughout the dialogue, witthhPUT MODALITIES only applying to media allocation.
One may also imagine that system content reduction behagauadapt to the user's use of content re-
duction, so that a content-reduced user contribution ie@d by a content-reduced system contribution,
and similarly for non-content-reduced contributions. Ti@usion of such a constraint would require the
information of whether a user contribution was given in ateahreduced form or not. Such information
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could be included in the dialogue history in the informatsate, coupled with domain knowledge about
what is a content reduced contribution and not.

We have currently not included this information in the imf@tion state, and have therefore no way of
implementing this type of adaptation to the user's behavidée believe, however, that it is fully possible
to include this in the future should we nd it useful.

2.6.7 Ranking: comprehensive

The nal strategy that we investigate here is an extensiothefperception and understanding strategy in
section 2.6.2, focusing both on a treatment of content t@mudn the manner of human-human interac-
tion, and on remaining constraints on media allocation W&have not considered so far in any of the
rankings. It shows how content reduction and media allondtiteract in a number of interesting ways

The strategy in question comes from the following ranking:

(44) REPEAT FOCUSGROUND, SPEECHINPUT FOCUSGROUND, GUI FOCUSGROUND  EYES
OCCUPIED ELSEWHERE— SPEECH ONLY, NOISY ENVIRONMENT — GRAPHICS ONLY
SYSTEM DEFAULT REDUCE CONTENT

Just as for the perception and understanding strategy, effaelltl behaviour for content reduction is to
reduce content, as is shown BfDUCE CONTENTbeing the lowest ranked constraint. The default be-
haviour for media allocation is given by system default ealuand these values may also override the
requirement to reduce content, ®STEM DEFAULT is ranked higher thaREDUCE CONTENT

System default values are in turn outranked by l®tES OCCUPIED ELSEWHERE- SPEECH ONLYand
NOISY ENVIRONMENT — GRAPHICS ONLY, meaning that media allocation is not xed throughout the
dialogue, but varies with the physical context of the uséese two constraints concerned with visibility
and audibility are not ranked in relation to each other, oty that a contribution realised using only
speech and one realised using only graphics are equallyof#irnal in a context where both visibility
and audibility are poor.

The highest ranked constraints in (44) concern the inatusioground material. All three constraints
apply only in speci ¢ circumstances, and unless these nistances apply, the contribution may still be
realised as a content reduced one, including no ground.édstthstraints apply in different circumstances
their ranking relative to each other cannot be determined tlaey are therefore ranked equally.

The speci ¢ circumstances required for the top three cam#is mean that a contribution will include
ground is the system is repeating its contribution at theiestjof the user, or if the speech recognition
score is not suf ciently high to license a content reducedtgbution, or, nally, if at least some material
is to be realised graphically.

This strategy then explores a number of different factorsémtent reduction and media allocation, and
it is interesting to note how they are interleaved in a sirggastraint ranking, affecting each other in
different ways depending on the context.

This concludes our characterisation of different constreankings, corresponding to different kinds of
system behaviour. We have chosen to focus — theoreticaflyraplementationally — on a few strategies
for ranking the constraints, that is, on a subset of all thesitdlities that exist for ranking the constraints
in relation to each other. We have done so as a way of illustrahe approach taken here of providing
a exible system behaviour that can be explored in a numbetifférent ways. We have also done so
to highlight some of the main issues involved in the constsaat hand. Another approach would be
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to allow constraints to be ranked in any order in the implef@gmpplication, allowing the exploration

of all possible constraint rankings not only from a theaatipoint of view but also from a practical

implementation point of view. This may be an interesting lienpentational task to be undertaken in
future work.

2.7 The Planning Library

The planning library contains the three modulefermation_structure, Multimodal_ ssion, and Gener-
ate_agendatalk_is. This section gives further speci cations and implementzl details of these modules.

2.7.1 information_structure.pl

Module: Information_structure

Reads fromnext_moves

Writes to: next_moves_is

Short description: Determines the information structudréhe proto-content of the next contribution to be
made, based on the dialogue history and QUD

The Information_structure module reads the module interface variable (Mh¢xt_ moves, which contains
the moves and their contents that are to be generated negtm®tie contents correspond to the proto-
content, and have been determined by $ieect module. If any of the moves are of a type for which
the determination of their information structure is rel@vésee the discussion in section 2.2 above), their
information structure is determined using the dialoguéohysand QUD. The result is written to the MIV
next_moves_is. If no move in the contribution is of a type for which inforr@at structure determination

is relevant, meaning that the contribution is implicitlgdted as an all-focus one, nothing is written to
next_moves_is. The MIV next_moves is not cleared by this module.

2.7.2 multimodal ssion.pl

Module: Multimodal_ ssion

Reads fromnext_moves, next_moves_is

Writes to: next_moves_speech, next_moves_gui

Short description: Determines the contextualised cortdéittie next system contribution, w.r.t. content
reduction and media allocation

The Multimodal_ ssion module reads from the MIWMext_moves_is if an explicit information structure has
been determined for the next contribution. Media allogatleen determines in which modality — speech
or GUI — different information structural categories ard&realised for a given content and information
state. Content reduction and media allocation are intag@/subtasks, handled by the same mechanisms
and based on information structure. The module impleméetslifferent strategies, that is, the different
constraint rankings, that are discussed in 2.6.

The pieces of content to be realised using speech are wtatéme MIV next_moves_speech, and the
pieces of content to be realised using the GUI are writtarekbmoves_gui.
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If no explicit information structure has been determinddi is, if next_moves_is is empty, the moves and
their contents imext_moves are written tonext_moves_speech, as these will be realised entirely using
speech (see discussion in section 2.2).

The module clears the MIYlext_moves_is.

2.7.3 generateagendatalkis.pl

Module: Generate_agendatalk_is

Reads fromnext_moves_speech, next_moves_gui

Writes to: output

Also communicates with: the Borg calendar device

Short description: Determines the lexical realisation pdken output and the graphical realisation of
graphical output

The Generate_agendatalk_is module reads what is to be realised in the speech modalitg thee MIV
next_moves_speech. This is converted to a string with the help of the lexiconotgse. Move contents
which have not been given any information structure, i.dictv are treated as all-focus with a default
intonation, are mapped to output realisations using stangarts of the lexicon. System contributions
for which information structure has been determined, anevfich some part of the contribution is to be
realised using speech, are mapped to an output string usinigxicon extension described in [29] and
also referred to in section 2.5 above on intonation deteatiuin. That is, such contributions are mapped
to a string that includes suitable SSML tags for a modi eaivdtion.

The resulting string, with or without a modi cation of deflaintonation as appropriate, is written to the
MIV output. This MIV is later read by théutput module, which handles the actual production using a
text-to-speech synthesiser.

If next_-moves_speech is empty, the system will be silent during that turn, realishothing using speech,
but possibly something using graphics.

The Generate_agendatalk_is module also reads what is to be realised in the graphical litypdand this
from the MIV next_moves_gui. The module communicates directly with the device, indincaivhat is

to be realised graphically and how. As a xed strategy we havesen to implement any focus that is
to realised, as to be realised using ashing red, with theritibn to catch the user's eyes and convey
newsworthiness, that is, informativeness. We have alssethéo mark ground material using (non-
ashing) green, with green as a backgrounded “non-attensieeking” colour. These colours may of
course be changed should one wish to do so, and are meretgaudeo show one way in which focus and
ground may be differentiated graphically.

The module clears the MIVisext_ moves_speech andnext_moves_gui.

2.8 Conclusion

The overall research question addressed in this chaptemisand to what extent, information structure
can be used for content reduction and media allocation. Maoneretely, this issue has been explored in
relation to the ®@DIS application AgendaTalk.

Based on our theoretical discussions and our implementatithe AgendaTalk application, we want to
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argue that information structure can indeed, and fruiffude used for both content reduction and media
allocation, and also for intonation determination. In ttiepter, with the introduction of relevant infor-
mation structural categories and with the use of Optimdltigory (OT) to discuss constraint con icts, a
number of constraints have been determined for contenttietduand media allocation. The chapter has
also given the plan library for @D1S, with the three modulei&formation_structure, Multimodal_ ssion ,
and Generate_agendatalk_is, which together implement content reduction and mediacation, as well

as intonation determination. The implementation notabiyns a exible approach to content reduction
and media allocation, where AgendaTalk can be run with a murobdifferent strategies. This is due not
only to the use of information structure, but also to our gtigation of the issues involved using OT, and
an OT-inspired (albeit not strictly OT) implementation.

Following this summary of the chapter, we will now make coohg remarks concerning ve issues:
the interdependence of content reduction and media albogdhe information-structure based approach,
current state-of-the-art, the ISU approach, and the impigation of research in the showcase system.

The interdependence of content reduction and media allocain An interesting outcome of the
theoretical and implementational exploration of mediacdtion and content reduction in AgendaTalk is
that these two processes are not independent, but ratkdeated in different interesting ways. This can
for instance be seen in the representations of system tl@&luks and user preference values, where a
single representation for a modality gives both contenticédn and media allocation behaviour. It can
also be seen in some of the constraints we have discussddas@ac! FOCUSGROUND, which directly
refer to both content reduction and media allocation. It cafly also be seen in the different constraint
rankings, where constraints on content reduction are rp#trated from constraints on media allocation
— which would be the case if one set were at the top of the rgriind the other set at the bottom of the
ranking — but the constraints are rather mixed in differeaysv This all means that it is impractical and
unmotivated to treat content reduction and media allona®separate processes, one after the other, and
both have therefore been included in a single module in Ag€ald.

The information-structure based approach A clear advantage of an information-structure based
approach is that content reduction, media allocation, at@hation determination all reason using the
same underlying representations, which gives a uniforatiment. In this regard it should also be pointed
out that AgendaTalk is a multilingual dialogue system, drat the same uniform information structural
treatment is used for different languages. More speciyathe modular nature of GDIS and Agen-
daTalk means that the three modules in the plan libramyfermation_structure, Multimodal_ ssion , and
Generate_agendatalk_is — are all the same irrespective of whether AgendaTalk concates in English

or in Swedish. The only difference is in the lexicon resowrsed, where move contents with or without
information structure mark-up are mapped to languageispsicings.

Given the advantages of an information-structure basedoap, it should also be pointed out that in
the general case, information structure alone cannot baadtitases of media allocation, that is, media
allocation may need to be performed on the basis of repratsems other than information structure. For
instance, we have included no constraint concerning myddififerences in the ability to handle large
amounts of data, such as that a long list may preferably te&epted using graphics rather than speech.
This is because the determination of what is to be realiseel dh@es not concern information structure —
at least not in our sense of the term. That is, it is not a mafteletermining what type of information
(ground or focus) should be realised in this or that moddbity rather how large an amount of information
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should be realised in a modality, which in the case of lon l@d the like is an issue independent of
focus-ground structure.

To handle cases such as large amounts of data the infornsdtigture approach would need to be sup-
plemented by other ingredients. Such ingredients arefigatsd by the other systems in this deliverable.

Advantages over current state-of-the-art In relation to current state-of-the-art systems, the re-
search and the showcase system presented in the preseteatrcjieg a novel information-structure based
and OT-in uenced approach that enables the system to be imarnumber of different strategies for
content reduction and media allocation. These strategiede tested empirically to determine if one is
to be preferred over the other, and they also allow a userdosghthe strategy that she herself prefers.
This gives a exible and adaptive system.

A very general advantage over current commercial systemeieantage that the AgendaTalk application
shares with the other systems implementing advanced nadaihsystem output in this deliverable, is that
a coherent and rich approach to multimodal presentaticakisnt, using a number of different contextual
factors for multimodal turn planning. This creates systevith a potentially natural and friendly inter-
action, far more exible than a system with a rigid systema following the same strategy for system
output, such as always to present everything in all avalaibdalities.

A further advantage over current state-of-the-art systgmesi c to the AgendaTalk work presented here,
is that the use of theories of information structure has leigladll of content reduction, media allocation,
and intonation to be treated uniformly within the same systd-rom a developer's point of view this

gives a uniform and transparent environment to work in, andchfa user's point of view this gives a

comprehensive and coherent system.

Advantages of the ISU approach The information state update (ISU) approach to dialogue-mod
elling used throughout this deliverable has provided a remab advantages for the AgendaTalk work
presented here. A notable advantage is the modular arthitethat comes with the ISU approach. The
present chapter has shown how this modularity has enabéeddbndaTalk application to be extended
with advanced control of system output, without changireyfirevious functionality of the system. The
information state has been extended, with all previousrin&tion still in place, and the majority of
the pre-existing modules and resources have needed no catidn in any way. This means that the
pre-existing update rules and control mechanisms have leéesms they are, greatly facilitating the de-
velopment of other parts of the application. A testimonyhe &dvantage of the modularity of the ISU
approach is also that the AgendaTalk can now be run eithegusivanced control of system output, or
without this. In the latter case the system functions pedgias it did before the extensions presented in
the current chapter.

The modular ISU approach also has an advantage to futureimaniking advanced control of multimodal
output, in that this modularity enables rapid prototypifgr instance, AgendaTalk can be extended with
a new language, such as German or Spanish, or even somedwilmopean language such as Finnish,
and the modules for information structure determinatioaltimodal ssion, and generation, can remain
as they are. In the same way, the advanced multimodal tamjig presented here can be used with a
GoDIS application in another domain, and again much of the egjsirchitecture can simply be reused
as it is. Rapid prototyping in relation to@®1S is also discussed in [20].

An advantage of the ISU approach that we have already brieeptioned but that deserves a bit more
attention, is the use of an information state as a centralsigpy of information in a dialogue system.
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Such a repository of information makes it highly straightfard to add new informational components
needed, such as for advanced multimodal output, to the pdaformation that need to be kept track of
by the system.

As a nal point on the ISU approach, it is also an attractivpra@ch from a theoretical point of view. Of
particular relevance to the work presented here, the irdion state gives a precise and highly structured
representation of the context which is needed for a theoyfofmation structure. The implementation of
the context for information structure determination irstivay also feeds back into the theory, in that the
implementation gives a very precise view of just what agpetthe context need to be taken into account
by the theory.

Implementation of the research in the showcase All the research presented in the current chapter
has been implemented in the showcased AgendaTalk apphiéaNotably, the determination of informa-
tion structure using the notions of focus and ground, andguaitheory of just what parts of the context
play a role for information structure determination, hasrb@nplemented as thieformation_structure
module. All constraints on content reduction and mediacalion have been implemented in thialti-
modal_ ssion module, allowing the different constraint rankings thatdbeen discussed. Finally, intona-
tion determination has been implemented as part of the ra@krerate_agendatalk_is, which makes use

of the lexicon resource developed as part of [29]. The infdrom state has also been extended, building
on work in [28].

6Any exceptions were noted and motivated in the chapter, a8¢heLIGHT GROUND constraint.
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Chapter 3

Multimodal Turn-Planning in S AMMIE

This chapter describes an ontology-driven multimodal gm&sgtion planning approach realised in the
SAMMIE system. We explain in detail, how we are using ontologies apegi cation of the general
concept of information structure in order to address theaieh question how to de ne well-formed con-
cepts for content selection and media allocation in order@ate more abstract generic libraries for turn
planning. More concrete, we conceptualized and implendentethods for more domain-independent
presentation planning strategies for the area of infoilonasieeking dialogues. Note, that some of the
concepts that were realised are based on ndings we recé&opttwo Wizard of Oz experiments that we
conducted during the current project, and which are desdribb more detail in [27].

The chapter starts with an overview on how multimodal pregen planning ts into the 8MMIE sys-
tem. Section 3.2 gives an introduction on the theoreticdl @nactical parts of the underlying ontology-
based planning approach. Content selection, in partiedatent reduction and content augmentation is
then discussed in section 3.3, basic ndings and actualsa@ns on media allocation in section 3.4.
Section 3.5 then provides an insight into the work ow of therff Planner component we implemented.
Section 3.6 illustrated two out of a couple of different tyjaé context adaption the system can perform in
more detail, Section 3.7 gives an overview on the implenteptanning library and section 3.8 concludes
this chapter.
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3.1 Architectural Overview

In a multimodal dialogue system, the presentation plancimgponent is responsible for realising the
planned system response, determined by the dialogue nratiageigh multimodal output in an appro-
priate combination of the available output channels. Tagkt which we also refer to as multimodal
ssion, comprises of the selection and structuring of whacid how information need to be presented, the
decision, which information should be presented by whicthefavailable modalities and the coordination
of presenting this information over the appropriate mdaigeli

In the SAMMIE dialogue system the ssion task is realised by two moduldse-Turn Plannerand the
Output Managerwhereas user- and modality-speci ¢ information which hiige necessary for presenta-
tion planning can be obtained by the systeBvdended Information Sta{&lS). The EIS is hosted by two
different modules. One of those, which we nanfedtis is designed to provide and store user-, modality-
and also discourse-speci ¢ information. External modwas communicate with Pastis in order to store
their output structures or request information concerivggcurrent or previous turn(s). The other part of
the EIS is provided by the dialogue management componentegmesents the CPState of the system.
The CPS state is part of the user's and system's common greunadmodels the user's beliefs about the
current situation and the actual problem solving context.

See gure 3.1 for an illustration of the completa®@mIE architecture and gure 3.2 to get an impression
of how multimodal ssion ts into this architecture. Whendfdialogue manager has nished processing
the interpreted user input, the turn planner (TP) receiMasnale of CPS-speci ¢ conversation acts, rep-
resenting the system's communicative intentions as this fasplanning the concretely system response.
TP then starts the planning of how to distribute given infation over the available modalities, namely
speech and graphics, but also determines on which levektail dgormation is going to be presented. As
soon as TP has nished processing, it sends a sorted bundlgtppdit messages, contextualized w.r.t. the
available output channels, to the output manager. The butpnager then is in general responsible for
the coordination and synchronization of the eventual piiagi®en process itself. It distributes the appro-
priate messages further to the graphics renderer and/getheration manager and ensures (with the aid
of internal id/time management operations) that the resaleutput will be presented in the right order
when sending it to the output presentation modules (TTSeBysind GUI Agent).

1CPS stands fo€ollaborativeProblemSolving, which is the theory of dialogue thes@8MIE Dialogue Manager
is built on. For more information about this topic, the readeeferred to [28] and [9].

Version: January 9, 2007 (Final) Distribution: Public



IST-507802 TALK D3.2 January 9, 2007 Page 37/94

EIS/Discourse -
Nuance ASR Model (Pastis) \ }
]
L ,’/
Interpretation 1 EIS/CPS Dialogue I—‘—IMM I e
Manager Manager
“ GUL Agent

| Graphics iienderer ‘

Mp3 Shield

|

| Mp3 Player I ‘ iFreeDB
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Figure 3.2: Multimodal ssion in the SMMIE system
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3.2 An Ontology-Based Planning Approach

One of the crucial aspects within a multimodal dialogue eysis the representation of knowledge (i.e.,
processing logic). The more intuitive and the more mairtiai@ knowledge-sources are, the easier it is
to enhance or adapt the system to new tasks. In our curremt withh SAMMIE as well as in previous
and ongoing projects (e.g., SmartWebirtualHumar?, COMIC* etc.)we found that ontologies provide
an appropriate framework for representing knowledge intimodal dialogue systems [2]. An ontology,

in general, can be viewed as a controlled vocabulary thatrides objects and relations between them
in a hierarchical way. The concept of ontological knowledggresentation originates from the eld of
philosophy but the development of comprehensive ontofobis also been a research issue for quite a
long time in the eld of arti cial intelligence. Today it islear that it is nearly impossible to design an
ontology that is capable of modelling the entire world wisildl remaining concise.

However, in the approach that we followed with the real@atf the \MMIE system, we focused on
a clear-cut separation between application-speci ¢ kmaolge and generic system-speci ¢ knowledge
which both represent individual sub-domains organized @tarontologies. The general idea is that we
can re-use the dialogue-speci ¢ ontology and only need aptathe application-speci ¢ ontology when
the system needs to be adapted to a new application. Theesthction is that all sub-ontologies need to
be consistent with an encompassing upper model.

In order to develop and use the system's processing logitufarplanning and other core tasks, we used
the production rule system PAPEvhich employs Typed Feature Structures (TFS) as it's imfedata
representation, whereas the type system can be autorhatlealved by the de ned system ontology.

PATE is a slim, versatile and generic production rule systapiemented in Java and developed at DFKI.
The system is easily con gurable and its architecture is otaxized to facilitate its adaption to host
applications. The production rule interpreter of PATE isdzhon some concepts of the ACT-R 4.0 system
[3], which is basically a toolkit for modelling human cogué processes. Key features of PATE are
the goal-oriented application of production rules, thavation of working memory elements, and the
weighting of production rules. In processing TFS, PATE jmles two operations that both integrate
data and also are suitable for condition matching in pradnatule systems, namely a slightly extended
version of the generaini cation, but also the discourse-oriented operatwerlay[1]. Furthermore PATE
provides tools to map application-speci ¢ ontological kwiedge (RDFS/DAML+OIL type hierarchies)
to its internal TFS-based data representation. This biimgadvantage to have a single system ontology
which is used as the underlying type system of each core raodumother important feature is the concept
of multiple inheritance provided by the type system, asldves to de ne different views on ontological
concepts. Consider gure 3.3 as an illustration of a conc&migand the different views our system
ontology provides. ASongcan be seen asBrowsable-objectvhich allows generalization within the turn
planning library over objects a user can browse, it can be aseMedia-objector a Problem-solving-
objectwhich are abstract concepts dialogue management can ugaforing and execution, or as a
Mp3-resourcewhich denotes the domain af liation of the concept. There®&TE provides an ef cient
and elegant way to create more abstract presentation panmies.

2For SmartWeb sektp://www.smartweb-project.org

3For VirtualHuman seéttp://www.virtual-human.org

4For COMIC seéhttp://www.hcrc.ed.ac.uk/comic

SPATE stands foA Production Rule System based on Typed Feature Structaradfits
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Mp3-resource Browsable-object Media-object | | Problem-solving-resource

Song

Figure 3.3: Example for multiple inheritance within the t&§ya ontology
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3.3 Content Selection and Structuring

In extending the ISU approach towards multimodality, thisra need for a more complex relationship
between the propositional content determined by the dieEdaganager and the content realized as output,
in order to adapt the output in various ways, according todiadogue context, the situation, the user
and the available modalities. In our work, we distinguistwisen the modality-independent propositional
content planned by the dialogue manager, which we refer for@s-content and thecontextualized
contenf which is the modality-speci c representation of what isrgpto be realized across the available
modalities w.r.t. the current extended information state.

In the following, at rst we de ne how proto-content and cemntualized content is represented. After-
wards, we describe hoeontent reductiomndcontent augmentatioare realized for the 8MMIE system.

3.3.1 Representation of Information Structure

In the SAMMIE system framework, the information structure of the pratatent relies on th€ollabora-
tive Problem Solvin@CPS)-theory, speci cally agent-based dialogue modeéiagCollaborative Problem
Solving as it is de ned by [9]. In the following this theoryhé proto-content as it is determined by
CPS-based 8vMIE dialogue manager de nes the systerm@nmunicative intentionsvhich describes in
general what a speaker wants a hearer to understand corgeerbal and nonverbal communication. In
the CPS framework communicative intentions are de ned bgtatconversational actsvhere each act
is de ned on three different levels, namely the groundingelethe interaction level and the CPS level,
whereas the latter one holds the ontological representafithe domain-speci ¢ object which is currently
in the focus of conversatién

The modelled levels are:

1. Grounding Act Level: Grounding is the process where speaker and hearer coltaledyaleter-
mine the meaning of an utterance. Updates on grounding snftamework are de ned by the
following grounding acts:

Initiate De nes the initial part of an interaction unit on the discseiievel, a so called Dis-
course Unit (DU).
ContinueDe nes that the meaning of a DU is going to be expanded.
Acknowledgesignals understanding of the DU.
RepairChanges some part of the DU.
Request-RepaiA request that the other agent repair the DU.
Request-Acknowleddin explicit request for an acknowledgment.
CancelDeclares the DU as 'dead' and ungrounded.
2. Interaction Act Level: An Interaction act (IntAct) models an action on the uttemtevel with

which we are basically modelling dialogue as negotiatiooualthanges in the CPS speci ¢ part
of the Extended Information Stat& he IntActs arébegin, continue, completindreject An agent

SFor a detailed description on how collaborative problenvisgl takes place in the/iMIE setup the reader is
referred to [28].
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beginning a new CPS act proposal performs a begin. For ssfatgeneration of the CPS act, the
proposal is possibly passed back and forth between thesadming revised with continues, until
both agents nally agree on it, which is signi ed by an ageot adding any new information to the
proposal but simply accepting it with a complete. This gate= the proposed CPS act resulting in
a change to the CPS state. At any point in this exchange reitfent can perform a reject, which
causes the proposed CPS act and thus the proposed changeC®Ststate to fail.

3. CPS Act Level: On the argumentational level we use CPS acts which de negd®mon the CPS
state collaboratively performed by the user and the systé&here are two broad categories of
CPS acts, those used in reasoning and those used for commitwighin these categories several
families of CPS act types are described

Reasoning Act Families

C-focus:Used to focus problem solving on a particutdnject
C-defocus:Removes the focus on a particutzsject
C-identify: Used to identify arobjectas a possible option in a certain context.

Commitment Act Families

C-adopt: Commits the involved agents (system and user) tolgactin a certain context.
C-abandon:Removes an existing commitment to @loject

C-select:Moves anobjectiveinto active execution.

C-defer: Removes aibjectivefrom active execution (but does not remove a commitment to
it).

C-release: Removes the agent's commitment to alpjectivewhich they believe has been
ful lled.

A CPS act holds the ontological representation of the dorgp@ti ¢ object/objectivewhich is
currently in the focus of conversation and which inherigl@jue management speci ¢ features
from the abstract problem solving (PS) object class. Thé&ratisPS object class can be further
divided in

Objectiveswhich represent a goal, subgoal or action (e.g., playinglauma).

Resourcesvhich represent real world objects (e.g., restaurantyliplg) as well as concepts
(e.g., song titles, artist names).

Recipesvhich model beliefs of how to attain an objective.

Constraintsde ne restrictions on an object, by which we model the retivh of possible
solutions in the problem solving process as well as possdftgents in object identi cation.

Evaluationsde ne assessments of an object's value within a certainlprolsolving context.

Situationdescribe the agent's beliefs about the state of a possibie wo

’For the S\MMIE system the realized CPS act families @xédentify, C-adopt C-selectC-release
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The representation of the contextualized content's in&dirom structure is closely bound to the modality-
speci ¢ output renderers, in the case odMBVIE the linguistic planner and the graphics renderer. Infor-
mation structure's representation for linguistic protegdasically comprises of the appropriate speech
act build upon the domain-speci ¢ information that needbeaealised plus the time mode the act relies
on. The de ned speech acts that are declared within thesysteology aré:

Acknowledgedcknowledges a given interaction act.
RequesDe nes a general request on a givdamain object

— Request:Query-We nes a request as a wh-question.
— Request:Query-yDe nes a request as a yn-question.

— Request:Query-sele@le nes a request where one or markjectshave to be chosen from a
given set of options.

— Request:ProposPe nes a request, where the speaker makes a proposal.
RegRepaiRequests changes on a givdimmain objecte.g., resetting a collaboratively built plan.
NotUnderstoodeclares total misunderstanding on a gidemain object
PleaseRepedde nes the repetition of an already given utterance.

RebutRejects a given proposal ordamain object
Inform Makes the addressee to know or to be aware of something.

— Inform:Enumerate-listnform by enumerating a list/set dbmain objects

Inform:Responsénform by response.

Inform:Statemeninform by statement.

Inform:Explaininform by explanation.

Inform:InstructInform by instruction.

Inform:Agreelnform on agreement.

Inform:Disagreelnform on disagreement.

Domain-speci ¢ information is represented by a format wdl ¢@educed Knowledge Representation
(RKR). Such a RKR representation differs from its sourcacstire through its more general, abstract
surface structure which can be seen as an intermediate fetwebn a pure ontological representation
of a domain-speci ¢ object and the logical form represdotathat the linguistic planner needs for deep
generation with OpenCCG. Furthermore, a RKR structurei gseexactly the information that has to be
presented to the user. For an example consider the strustigere 3.8 which de nes an ontology-based
play(song)objective and the resultant RKR structure in gure 3.9 whieould lead to a system utterance
like 'l will play Yesterday by The Beatles!

8Note, that for communication of the turn planner with theliistic planner we are currently just using a subset
of these acts
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The information structure from which graphical output canrbalised is de ned as an elementagme-
sentation taskwhich can be processed by our graphics rendering compomaetpresentation tasks for
graphical realisation are de ned by the classesw-tableandshow-map. For illustration purposes g-
ure 3.10 presents an exemplary, very simpli ed version ofesentation taskhow-tableas used in the
SAMMIE system. The task comprises of the table's de nition whiclkdseto be presented including the
underlying model. In addition, the task also carries thenmfation to which domain the task belongs
to. As ourAbstract GUI Ageri? is built in a way that makes it possible to organise a set déwdift
domain-speci ¢ graphical layouts at once, this informatie used to trigger the appropriate layout for a
presentation task.

3.3.2 Contextualization through Content Reduction

Content reductiorrefers to the possibility of abbreviating the proto-comtenan expedient way, when
parts of the proto-content relate to something salienteéretttended information state. For the determina-
tion of which parts of the proto-content should be presebiethe system, we distinguish between new
information which is in the currerfocusof a conversation and the context which already can be seen as
the commorground of conversation at a certain point in time. Accordingly, theestion arises, taking all
modalities together, are both focus and ground to be rebtis@nly focused information? And, respec-
tively, in which modality/ies are focus and/or ground to balised, taking the extended informations state
into account?

For our work with an in-car system, we identi ed the followiriactors, which we modelled within the
extended information state, as important for the processiotent reduction:

the cognitive load stat®f the user while driving.

the speech recognition con dence valémr a user utterance.

Content reduction on the basis of a user's cognitive load iwaksed for an intermediate version of the
SAMMIE system. Evaluation with a real-world setup of this approéeised on different types of sensoric
information, will be kept for future research as it is ougsithe scope of our current work. However,
in this approach, we modelled a driver's cognitive load atatesvariable with three possible states that
correspond to three different realisation strategies:

low: If a user's cognitive load is low (e.g., low traf c on freewar while parking), concerning
the primary task of driving, the output multimodallypresented, if adequate/possible. Grounded
information is presented by speech and graphics, the fequesented graphically, whereas speech
gives a reference on the displayed content.

mid: If a user's cognitive load is average (e.g., average cifydy, system output is solely focused
on speech with appropriate realisation of focus and ground.

high: If a user's cognitive load is high (e.g., rush hour, lanergiag), system output is solely
focused on speech with partial or complete focus.

9Additional text-speci ¢ output (e.g., captions) is realkisby the Linguistic Planner
10see chapter 10 of [29] for a complete description of the ggbloutput resources of theaSIMIE system
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Figure 3.4: Exemplaric output for cognitive load stkte

Figure 3.5: Exemplaric output for cognitive load statel

Consider examples 3.4, 3.5 and 3.6, where the same userléguld to three different system outputs
based on the current cognitive load state.

Content reduction on the basis of speech recognition carcdevalues was realised for the nal version
of the SAsMMIE system. The basic handling of content reduction is basetiefotlowing strategies:

Always present the focused information by speech and geaphi

If the ASR con dence value for an utterance is lower thaneatain value ground is presented
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Figure 3.6: Exemplaric output for cognitive load sthtgh

by speech. Note, that theertain valueneeds to be adjusted to the appropriate environment (e.g.,
in-car versus lab situation, microphone type).

For certain interaction types (e.g., browsing), groundvissgs presented by graphics.

3.3.3 Contextualization through Content Augmentation

Sometimes, the given proto-content does not suf cientlgpsrt the best possible presentation. In such
cases the proto-content needs to be enriched by additiahzédhble content taken from the systems in-
formation state or backend application. Concerning thealipresentation of search results, it is often
helpful to user, to present not only the queried objects mat additional information about these, in or-
der to create a more informative representation. In theNBE -2 Wizard of Oz experimett one of the
ndings concerning strategies for multimodal presentaganning was, that most of the wizards chose
the screen output option that gave the most additional imédion with regard to the queried albums or
songs. Based on this ndings we realised content augmentatiplemented in a more selective way, in
order to avoid the presentation of less informative content

For every object class that can be displayed graphicallyevead! an instance of a conceplisplayable-
feature-of-conceptithin the turn-planning-speci ¢ sub-ontology which das what information of a
corresponding object has to be presented when displayarglseesults. Such structures are used by the
turn planner to derive the appropriate graphical table viema set of objects of the same type, e.g., a
gueried song set.

Consider gure 3.7 as a simpli ed XML representation of sughmeta-object, which holds general in-
formation about how to present an obj&tngin a table form. Per default, given a set of songs to be

11samMIE -2 was one of two Wizard of Oz Experiments we conducted tordete the interaction strategies and
range of linguistic behavior naturally occurring in the MBldyer scenario. See chapter 2 of Deliverable D6.4 for a
complete description of these two Wizard of Oz experiments.
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displayed, processing this structure would lead to talpresentation of songs with two columns, namely
the song name and the name of the artist. In order to exclgddar®rmative additional content, the pre-
sentation planner is able to exclude additional informmatizat is common for all objects to be displayed
or that is already known by the user. E.g., a user utterakeeShow me all songs by the beatlesbuld
lead to a graphical output that just presents a list of thg s@mes. Note, that this kind of representation
easily allows to extent existing or to create new tabulas@néation guidelines for objects without making
any change within the rules-set.

3.3.4 System Defaults for Content Selection

For turn planning in 8MMIE we have realised a certain default behaviour with regardmeent selection.

Concerning the release of a domain speci ¢ objective (elayipg of an album) we explicitly de nes
which features of the objective have to be named explicifiythe system. The following list declares
which features of an objective are explicitly named, whendhjective is successfully released:

Play-playable-object(Playable-object):

if Playable-object = Song

I explicitly present the song's artist and name.
(e.g.,”l am playing now the Song 'Yesterday' by 'The Beatlef'”

if Playable-object = Album

I explicitly present the albums's artist and name.
(e.g.,"l am playing now the album 'Achtung Baby' by 'U2Y’

if Playable-object = Playlist

I explicitly present the playlist name.
(e.g.,“l am playing now the playlist 'British Stuff')

Add-song-to-playlist(Song, Playlistxplicitly present the song nhame and the playlist name.,(e.g
“I have added the song 'Yesterday' to the playlist 'Britistuff'”” )

Remove-song-from-playlist(Song, Playlisgxplicitly present the song name and the playlist name.
(e.g.,"l have removed the song 'Yesterday' from the playlist 'Bafit stuff'.”)

Create-playlist:explicitly present the playlist name. (e.g.have created a new playlist 'Playlist
37)

Note, that in some cases these defaults augment the caaliegtl content with features that are not
necessarily part of the common ground of the user and therayst

As already described in the previous section we use tengplatecontent selection for tabular represen-
tation of search result sets, de ned by meta-objd2isplayable-features-of-conceptn order to derive
the eventual presentation layout, the Turn Planner malesfus domain-independent plan-operator that
excludes the presentation of features, which were pareafeuest by the user and are therewith common
on every object that has to be presented. Consider the fioliptwo interaction examples that illustrate
how tabular presentation is affected by the user input:
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(45) U: Show me all rock songs.
S(Speech): | found 290 rock songs that are shown on the gispla
S(Display:Table): [lists the songs with an additional eoiupresenting the artists]

S(Display:Context panel): shows caption 'Rock Songs'

(46) U: Show me all rock songs by the Beatles
S(Speech): | found 87 rock songs by the beatles that are sbiovire display.
S(Display:Table): [lists the songs just by naming them.]

S(Display:Context panel): shows caption 'Rock Songs byRbatles'

Another implemented default behaviour is the content sieledor repetition of already uttered system
contributions, which is based on the same ndings asRbpeat Focus-Groundonstraint in section 2.3.
E.g., if the user asks for repetition of a content-reducezbsp output of the system, only containing a
partial information of the focus and no grounded informitithe repetition contains complete grounding

and focus information:

(47) UL Show me all rock songs.
(ASR con dence is high).
S(Speech): | found 290 songs that are shown on the display.
S(Display:Table): [lists the songs with an additional eoiupresenting the artists]

(Display:Context panel): shows caption 'Rock Songs'

(48) U2 Please repeat.
S(Speech): | found 290 rock songs. The rst six are....
S(Display:Table): [lists the songs with an additional eoiupresenting the artists]

S(Display:Context panel): shows caption 'Rock Songs'
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Figure 3.7: Meta-objecDisplayable-feature-of-concephat describes which information of a
Songcan be displayed via tabular view.
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Figure 3.8: Example instance of objective play(song)
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Figure 3.9: RKR representation of objective play(song)
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Figure 3.10: Example for a presentation tablow-table
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3.4 Media Allocation

Media allocation, in the context of multimodal dialoguetsyss, is the process that decides, which infor-
mation will be presented by which available output chanrnéts a reasonable distribution of the content
that needs to be presented, several factors have to be anated in the decision process, e.g., the capa-
bilities of the given output channels, the types of contbat heed to be presented and the current user
environment.

Planning of modality-speci ¢ presentation tasks is clggmund to the capabilities of the output channels,
as different modalities may be suitable for achieving défe tasks. Speech, for example, is not suitable
for presenting a large volume of content such as long listsmeg, while graphics basically seems to be
inappropriate for presenting questions. Also context ddpat detectability of modality-speci ¢ presen-
tations plays an important role when deciding which outpngnmel best conveys the intended content.
E.g., for the in-car setup, multimodal interfaces in geheeged to be speech-centered as the graphical
display is usually not part of the visual eld.

In the following, we describe the factors we identi ed as wniant for media allocation.

3.4.1 General Constraints for Media Allocation

As already stated earlier, presentation planning startts a/set of conversation acts which describe the
system's current communicative intentions from a collaltive problem solving point of view. In this
rst step these acts need to be encoded in noor@extualiseccommunicative acts that determine exactly
which information has to be presented to the user. At thistpaib decision is made about the allocation
of the available modalities for these contextualised comipative acts, which is then the next step to
do: The communicative acts (which, in the given context, g® &erm presentation tasksare going

to be made modality-speci ¢ by dynamically deciding whiclodality (e.g., graphics or speech for the
SAMMIE system) best conveys the intended content. The resultfogniation structures are then going
to be passed to the appropriate output realisation comp®if@nnalising the system'’s output.

In the following, we identify several factors that in uentlee allocation of contextualised content which
we divide into ve levels. These levels are explained in araipriority (lowest priority rst). Note, that
the processing logic of the turn planning rules are strofmijt on these factor, but doesn't explicitly
mirror this clear separation of these.

(1) Task-Modality Compatibility:
Idea: Presentation tasks and their underlying content in uen@glien allocation, since different
output modalities are suitable for achieving differenktasTherefore the turn planner's underly-
ing information structure needs to declare, which modaditstble to convey the content of which
presentation task. Furthermore, tendencies for the §litifakhould be expressed for each com-
bination ofpresentable-objecand modality. E.g., if we assume that all media allocatioecsp
weights lie between [0,1], e.g. liat could have a value of 0.8 for graphics and 0.2 for speech while
an answer to guestionmight have a value of 0.95 for speech and 0.05 for graphics.
Realisation inSAMMIE: Task-modality compatibility is expressed by the basicdtme of the
rules-set. We have domain-independent rules for every imocontext) valid combination of
presentable-objectype and modality. There are some combinations that we @tplieft out,
e.g., the realisation of questions via graphical repregiemnt
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(2) Content-Modality Compatibility:
Idea: On the next level, data volume and content can change thes/aéiceived from level (1).
E.g., a short list would get higher values for speech thamg tme. In general, this level can be
seen as a possibility of balancing the presentation coslatafcontent against the detectability of
an output modality.
Realisation:For this level, we use meta objects within the ontology tleahe modality suitability
for lists/sets in accordance to their size. These meta tshjge then used by plan operator in order
to determine which output modality is the best for the presten of a list/set with a particular
size.

(3) Context-Modality Compatibility:
Idea: On the next level, discourse context can in uence theseegl&or our setup we declare the
following two aspects as important:

— on a general level: if the user interacts through a speci ality, we assume the corre-
sponding modality gets higher weights (e.qg., if users adethrough graphics, then graphics
gets a higher weight).

— on an object level: even if user interaction was (mainly)gtiaphics, a speci ¢ object (e.g.,
the Song "Yesterday”) could have been referenced by spéecthis case, the speech modal-
ity gets a higher weight for this particular object.

Realisation: The factors that in uence processing on this level are dd by two features, which
are represented in the extended information state and eessible through the discourse/context
module Pastis:

— Input-type-for-current-turn Concerning haptic-only input via Ergocommander, we agsum
that the user's attention is completely focused on grapliagut. In this case, no speech
output is planned.

— Requested-modalityThis state variable can be requested from Pastis by theefed®n
Planner. Pastis in turn derives the appropriate state lmas#te following factors:

The input modalities for the lastturns.
The explicit user requests for a speci ¢ modality fbis turn.

(4) User-Modality Compatibility:
Idea: On the next level, user models come into play. This level canded to tailor multimodal
presentations to individual user preferences, but alsodiade runtime factors like a user's mental
workload especially in cases when system interaction besarsecondary task like in our in-car
scenario.
Realisation: An example realisation was done in the context of contenigioh on the basis of
the user's cognitive load state as described in sectio2.3.3.

(5) Explicit Modality Requests:
Idea: Finally, explicit requests by the user like, e.gNdmeme all albums”, have the highest
priority.
Realisation: Every explicit modality request within a user input oveesdpreviously calculated
allocation tendencies.
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With the rsttwo levels we want to express that media allamais in uenced by data-media compatibility
and data volume. Consider (49) and (50) as examples on hew faetors in uence modality usage. For
Ul SamMIE lists the requested albums via graphics but can only affoodassmodally refeto the result
set as a whole by speech. Rd2 the result is named in both graphics and speech.

(49) U1l: Do you have rock albums by the Beatles ?
S: | found 7 albums that are shown on the display.
[shows album-list on screen]

(50) U2: Do you have swing albums ?
S: | found the album 'Caught in the Act' by Michael Buble.
[shows album on screen]
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3.5 Work ow of the Turn Planner - An Example

As the previous sections explained underlying concept®ofent and media selection, in the following
we provide an insight into the work ow of the Turn Planner byaeplée-2.

Consider the following utterance as a given user input ferSkmMMmIE system:

(51) User: Which Brit-Pop Albums do you have?

After appropriate interpretation, the Dialogue Manageeras the system backend shield, receives the
search results and plans the system's appropriate comativeiéntentions according to the user input. It
then transitions these intentions de ned by a set of two CReSsages to the Turn Planner, which look as
follows:

(1) acky( [@begin (c-identify-resource(2 [Album-set])))
(2) init;(continug (c-identify-resource()))

Figure 3.11: Turn Planner Input according to the user inp&tli

where [2] abbreviates the queried album set represented in gure I h2 appropriate interpretation of
the listed communicative intention is:

(1) The system acknowledges to start the identi cation oAtlum-setased on the constrailgenre
= Brit-Pop' given by the user.

(2) The system initiates a new discourse unit that exparesidaning of an identi ed album-set object,
which is enriched by the found album objects that saturaeyiten query constraints.

2
ID é)bj456
- #3
h i #
CONS 4ADOPTED EXPRESSION HAS-GENReEnreVALUE “Brit-Pop” 5
Constraint Album
Csloy h i3
HAS-NAME VALUE “Un nished Monkey Business”
Name, i
HAS-ELEMENT BAsS-ARTIST VALUE “lan Brown”
Artist

Album, "™ h i3
HAS-NAME VALUE “Urban Hymns”
Namg, i
HAS-ELEMENT BpAS-ARTIST VALUE “The Verve”
Artist

Album-set Album "~

Figure 3.12: Album-set instance

12Note, that the work ow of the Turn Planner is exempli ed in one simpli ed matter in order to not get lost in
less informative details.
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As the message bundle is put on twal-stackof the Turn Planner's underlying PATE engine, processing
starts immediately. The rst matching ruls-requests:get-user-infeequests current user speci ¢ infor-
mation from the EIS part hosted by Pastis, which are put inéoworking memory (WM) of the Turn
Planner. The receivedser-infoobject comprises of several different pieces of informgtisamely the
current usedanguage(which is in this case English), the cognitive load statéalde (which will be not
used for this example) and an obj&x#quested-modalityhich holds the information, which modality the
user is currently focused on. The therewith declared mtydedirresponds to the modality derived by a
user's last explicit modality request.

Beside the queried information, the WM also owns additiondrmation for presentation planning like
a Displayable-features-of-objednstance for each type @isplayable-objectthat is de ned within the
ontology and some basic descriptions of the available autmdalities, which de ne, e.g, the display
size and the maximum amount of presentable objects for eadality.

The next rule that res derives the domain af liation of thevgn PS object and puts this information,
represented as@omain-infoobject, into the WM. Now, the system creates a new, erRpgsentation-
planto start multimodal ssion.

In the rst step of content selection the CPS message (1)lifh B mapped to a speech a@atknowledge
which represents the rst communicative act in fhegesentation-plan In the next step, the second CPS
message is mapped to a modality-independent communiaathresent-list whereas the turn planner
classi es the act with regard to presentability when taking descriptions of the available output modal-
ities into account.

Now, the CPS messages are pushed from the goal stack andeefidg thePresentation-plarobject,
which looks in a simpli ed representation now as follows:

2 _ 3
ID r(])b]4211 i
HAS-COMM-ACT = BASES-ON-INTACT
now
cknowledgg h 3
HAS-AMOUNT-TYPE HAS-AMOUNT 2
g Presentable-by-speech g
HAS-COMM-ACT 8 \{AS-BROWSABLE-OBJECFSET

Presentation-plan Present-list

Figure 3.13: Simpli ed presentation-plan before mediaedition

The next rule that res, creates a new empty container (i) which will carry the eventual presen-
tation acts. TheAcknowledgeact is put into this container. This is done without any farthrocessing,
as theAcknowledgés a primitive act that does not hold any other informatiorewlransitioned to the
Output Manager.

In the following, thePresent-listact is processed to derive the appropriate presentationas€ls result
queried by the user. The process is initiated by the maelia-allocation-present-list:presentable-amount
which instantiates the following processing logic:

if (@) the current communicative act within the presentation plarthe top of the goal stack is a
Present-list whoseAmount-typeas set toPresentable-by-spee@nd which holds a set or a list of
Browsable-objectsvith one or more elements

and if (b) there is an objedRequested-modaliiy the WM that carries the modalitgpeector no
modality
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and if (c) there is a objecDisplayable-features-of-conceptrhose underlying concept type is the
same as the type of tigrowsable-objectsvithin the Present-listact.

then (d) we derive a structur€urrent-displayable-features-of-concept the basis of the given
user constraints declared izl and the appropriatBisplayable-features-of-concejtstance from

(©).

then (e)we derive the RKR representationconstraints-rkrof the given user constraints if2l by
a plan operatoProtoContent2RKR

then (f) on the basis of thg-constraints-rkra Speech-output-speci c-messagecreated, which is
used by the Linguistic Planner to realize the caption infalie context panel of the display.

then (g) we create a new instance of the concrete type oBitmavsable-object-sedwned by the
Present-listact (which in this case is th&lbum-set[2]) by a plan operatoCreateNewlInstance-
OfObject This new instance is then enriched \»gonstraints-rkrand the number of elementg]
owns. Note, that the latter process is simply done by a bawication operation.

then (h) on the basis of the structure derived by (g) a speecinfmtm:Enumerate-lists created.
then (i) the Speech-output-speci c-messagasated in steps (f) and (h) are added to the WM.

then (k) the album-set[2] is put onto the goal stack.

After the application of this rule, there are two alreadyivkt Speech-output-speci c-messagasthe
WM, one for realising caption informations for display pgagation, and one that is used to inform the
user about the queried albums. Now the latter one needs torlobhed by information about the albums
themselves in order to explicitly name them by speech.

This is realised by applying two times the rufeedia-allocation-resource2RKR+Table:Browsable-objec
setwhose preconditions match for the current goal on the toph@fgoal-stack and the state within the
WM:

if (a") there is an objecBrowsable-object-sebn the top of the goal-stack and a corresponding
instance ofCurrent-displayable-features-of-concept

and if (b") there is aSpeech-output-speci c-messageshin the WM that is created tmform the
user about a found list dBrowsable-objectgwhich corresponds in this example to the structure
derived in (h)).

and if (c") there is d.anguageobject in the WM describing the currently used language.

then (d') A Show-tablepresentation task is created with appropriate column heatkrived on
the basis of the givehanguageobject from (c') and theCurrent-displayable-features-of-concepts
object from (a"). Then the planner incrementally procedbesAlbum objects which are mapped
into a RKR representation in order to enrich the structur@®’n Furthermore, also thBhow-table
act is enriched by information of these albums. For nalizatthe Show-tableact is wrapped
as aGraphical-output-speci c-messag@lote, that the object wrappe@raphical-output-speci c-
messagand Speech-output-speci c-messagee used by the Output Manager to determine which
message has to be sent to which output renderer component.
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As the necessary output messages are now created, somareudgmplied to pack these messages together
and to transition the bundle further to the Output Managerthe last step, the Turn Planner's WM is
cleaned up to be ready for the next interaction turn to come.

One important aspect of this planning example is, that ellged rules perform on a domain-independent
level. This means that the rules are ad-hoc applicable f@pamnopriate context in another information-
seeking based domain. The only thing that has to be done imkieg of concepts in the new application
domain to the appropriate interaction speci ¢ conceptg.(¢he concept of 8rowsable-objegtof the
system-speci ¢ ontology and the extension of the existiego$ Displayable-features-of-conceptslote,
that this is not just a hypothesis, but could rather be prdyeadapting the core framework oASMIE to

a tourist information scenario, where a user can browse equiesst information about restaurants based
on a set of different constraints.
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3.6 Further Realisations in Context Adaption

In planning an appropriate system outputM3IE is able to adapt the representation to several different
types of context information. In the following, we presembtadditional context adaption capabilities the
SAMMIE system can perform.

3.6.1 Clustering of Search Results

In the already mentionedAMMIE-1 and S\MMIE -2 experiment a common characteristic was, that wiz-
ards often verbally summarized the search results in sonye mast commonly by just reporting the
number of results found. But sometimes they describe thissities or differences between the results,
as in (52).

(52) 200 are from the 70's and 300 from the 80's.

Such descriptions may help the user to make a choice, anddwgrable type of collaborative behavior
for a system. Their automatic generation provides an isteg challenge: It requires the clustering of
results, abstraction over speci c values and the prodaatiocorresponding natural language realization.
For the SIMMIE system we implemented a domain-independent clusteringnamézm which allows to
cluster search result sets. This mechanism is used to @eaigpropriate presentation in order to help the
user to narrow down a result set when a speci ¢ object is rsigake(e.g., the user wants to hear a song,
but provides underspeci ed information, as'invould like to hear a rock song:

For performance reasons the decision for clustering is nmade earlier state then the actual presentation
planning, namely in the situation where the Dialogue Managgkes a database request based on a user
query. In this situation the Dialogue Manager makes use efaription of the available output modalities
which, besides other information, declares the maximumuenaof presentable objects for each modality.
As the viewport for our graphical display is just able to jmssix objects at the same time, this value
is set to six. In addition, there is a de nitidPossible-cluster-types-for-concepithin the ontology, that
represents, which features of a concept are appropriatéefaing potential types of clusters. E.g., for
a conceptSong we de ned the featureértist, Genreand Album as possible clustering types. Such a
de nition can be used by a special clustering plugin sofevarhe underlying strategy for clustering as a
whole as we implemented it, can be seen as follows:

if a user makes an underspeci ed request for playing an obgegt,( would like to hear a rock
song’) and the Dialogue Manager receives more objects from aropppte database request then
the declared maximum objects for a suf cient graphical esgntation, clustering is initiated.

then the clustering plugin uses the approprid@essible-cluster-types-for-conceptructure to derive
cluster units for all declared possible cluster types. Aanegle: Given a set of 120 Songs which
can be clustered by the concepigist, GenreandAlbum a possible cluster representation of type
Genrecould be
— Rock 57 (Songs)
— Pop 43 (Songs)
— Rap: 12 (Songs)
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— Jazz 8 (Songs)

Based on all derived cluster representations, the plugin tthooses the cluster for the eventual
representation whose

1. amount of partitions is greater then two and lower then the declared maximum objects
for a suf cient graphical representation.
2. partitions re ect the best possible distribution of s#aresult hits over the given partitions.

3.6.2 Linguistic alignment

In a multimodal dialogue system dedicated to contextugbtala, all modalities have to be synchronized.
As for the linguistic component, its target is to generae ritost suitable utterance in a given context.
One of the main assumptions is that linguistic alignmeninoges the dialogue both with respect to
ef ciency and to utility. Moreover, using alignment andiptlcal formulations, fronted topical elements
increases the local discourse coherence, rendering heaedaiman-machine dialogue more natural. In
the following, we describe how these phenomena are implesden the 3MMIE system.

Input parameters

In order to make a system as exible as possible, we tried éoassmany pieces of information from the

user's input as possible for the linguistic alignment. Titelipretation module provides the NLG module
with a set of attribute-value pairs that are used to detegrttie surface form of the system utterance to
generate.

These features/values are:
1. lexicalization

features : artistnoun, songnhoun, alburanoun, playlistnoun, and gent@oun
values : the actual lexeme used by the user in the input
examples :

— play the song schwaiz songnounsong
— play the track schwary songnountrack

2. sentence type

features : mood
values : indicative, imperative, interrogative
examples :

— play yesterday from the beatlgs moodimperative
— I'would like to hear yesterday from the beatjesmoodindicative

3. Personal/impersonal style (agentivity)

features : style
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values : pers-i, pers-you (for German: pers-du, pers-sie), persHwpers
examples :

— play yesterday from the beatlgs style pers-you
— lwould like to hear yesterday from the beat)esstyle pers-i

4. Modality marking

features : modal
values : plus
examples :

— play yesterday from the beatlgs modalEMPTY
— I'would like to hear yesterday from the beatjesmodalplus

The absence of a feature in the output assignment meansdhataf the corresponding rules in the
grammar applied. The corresponding slot returned by thengrar will thus be empty.

Making decisions

Depending on the values of the different features descréiEe and on the global settings (align vs.
don't align), different output will be generated. In casenof-alignment (only for experimental purposes,
to compare to the alignment situations) and in case thagallfe values are empty, default values, which
have been de ned for all features, will be used. If the combion of all linguistic features leads to a

certain surface form, this form will be output. However,stlis not always possible: in this case, the
further choices are made using weighted randomizatioringaikto account the frequency difference

between the remaining patterns. The algorithm is as follows

if don't align
I use default parameters
if align
if all input feature slots are empty

I use default parameters
else if not all input feature slots are empty

if there is only one choice based on linguistic values
I output it

else there are several choices
I choose one randomly
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Generating output

In the SAMMIE system, the following types of contextual adaptationAtaon have been implemented so
far:

(1) alignment wrt. T-V distinction 13 in German (uzenvs. sieze)
If the user addresses the system in the singular (i.e., iEamhdrm duzen the system would use the
same level of politeness.

(53) [U:] [Zeige—Zeigen Siejmir bitte alle Songs!
Please show me all songs!

[S:] Ich habe 321 Songs gefunden.
| found 321 songs.

[S:] Die ersten sechs zeige ifdir—lhnen] auf dem Bildschirm.
I'm showing you the rst 6 on the screen.

(2) lexical alignment
If the user employs a particular lemma to denote a domaircobje system would use the same
lemma.

(54) [U:] Please show me glbongs—tracks]
[S:] | found 321[songs—tracks]

(3) style alignment
The system output alignes to the user's style: either usipgrsonal formulation or an impersonal
one, hence using a sentence in active or passive, or ancalifiirmulation.

(55) [U:] Please show me all songs by Nena!
[S:] I found 321 songs by Nena.

[U:] Which songs by Nena are there?
[S:] There are 23 songs by Nena.

[U:] all songs by Nena please!
[S:] 23 songs by Nena found.

13T.v distinction, based on the initial letters of these pronsin Latintu andvos is made in languages exhibiting
second-person pronouns that distinguish varying leveppobfeness, social distance, courtesy, familiarity, uih
toward the addressee. (cf. [13])
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(4) word order/fronting

In German, it is also possible to put discourse-old inforamatt the beginning of the sentence,
hence to front it. In such contexts, the system would soneti(he., randomly) front the grounded
domain information which has been previously mentionedheyuser.

(56) [U:] Zeige mir bitte alle Songs von Nena!
Please show me all songs by Nena!

[S_1:] Ich habe 23 Songs von Nena gefunden.
| found 321 songs by Nena.

[S_2:] Von Nena habe ich 23 Songs gefunden.
| found 321 songs by Nena.

(5) elliptical utterances

In order to reduce communicative efforts, the system woutdipce elliptical utterances in appro-
priate contexts. However, sometimes (i.e., randomly) tileuftterance will be produced.

(57) [U:] Was lauft gerade?
What is playing now?

[S-1:] Yesterday von the Beatles
Yesterday by the Beatles.

[S-2:] Momentan lauft Yesterday von the Beatles.
At the moment, Yesterday by the Beatles is playing.
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3.7 The Planning Library

This section lists the whole planning library in meaningfattitions.

The multimodal plan library of the 8amIE dialogue system consists of 92 production rules where 41 are
domain-speci ¢ and 51 are domain-independent rules. Irfadhewing we present a list of rule types the
plan library currently consists of.

1 rule for determining the current application domaiorhain-independejt

3 rules for deriving aracknowledgadialogue act from a CPS-speci ¢ conversational adnbain-
independent

3 rules for extracting a domain-speci ¢ object from a CP®&a@r conversational actdomain-
independentwhere generalisation is realised through the abstracegRroblem-solving-objedt

4 rules to handle th€-identi cation of constraints on instances of the abstract tiytaey-playable-
object(not domain-independenbut works on a certain level of abstraction).

4 rules for handling content selection for lists/sets, whgeneralisation is realised through the
abstract conceptBrowsable-object-seaind Browsable-objec{domain-independent

4 rules for handling media allocation for lists/sets, whgemeralisation is realised through the
abstract concepiBrowsable-object-sedndBrowsable-objec{domain-independent

3 rules for handling media allocation for lists/sets, whgemeralisation is realised through the
abstract concept¥lap-object-seandMap-object(domain-independent

3 rules for for deriving the graphical and verbal realisatad an instance of the abstract concept
Browsable-objec{domain-independeht

3 rules for for deriving the verbal realisation of an instainf the abstract conceBrowsable-object
(domain-independeht

3 rules for for deriving the graphical realisation of an arste of the abstract concdpitowsable-
object(domain-independeht

1 rule to create a new empty presentation plan that needs tied¢ domain-independeht
1 no-matchrule if the user input could not be interpretatb(nain-independeht

9 rules to plan the system output for a request tigentify a feature of an objedfi.e., User: Who
plays the song Bongo Girl?il¢main-speci ¢

13 rules for mappinglomain-speci cproto-content to contextualized content concerning geaph
and/or speech.

8 rules for processing the grounding-act information of &8cact domain-independeht
3 rules for communicating with the Extended Informationt&tda Pastisqomain-independeht
3 rules for processing requests for repetition of the systatput from the previous turn and for

initiating the verbalisation of the display contedbMain-independejt
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9 rules to plan the system output for a request of tiAdaylist manipulation{domain-speci §.

1 rule for handlingobject type ambiguityv.r.t. the ontological classeslbumand Song(domain-
speci ).

2 rules to plan the system output for a request of tglay de nite playable object'(domain-
independent

4 rules to plan the system output for a request of tglay random playable object(domain-
speci ¢).

6 rules to process domain speci c objectivel®ihain-speci §.

3 rules forlist/table browsing/domain-independeht

9 rules for handling repair plans ofraquest-repairact (domain-independeht

2 rules for handlingotal misunderstandinfrom system sidedomain-independeht

A set of 9 additionahelperrules (5domain-independen#t domain-speci ¢.
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3.8 Conclusion

In this chapter we presented basic concepts for an ontddaged presentation planning approach which
allows the modelling of planning rules at a certain inteaet and system-speci ¢ level. Moreover, we
have successfully proven these concepts with an examplenngntation, i.e., the 81MIE system with
the use case of a multimodal interface for a MP3 player anab@dae. At rst we gave an introduction
on what ontologies are, how the modelling of certain levélabstraction within an ontology enables the
possibility to declare different views on real world obgcind how these different views can be used for
modelling interaction on an domain-independent level oAdslescription was given of the production rule
engine PATE, which makes it possible to use the de ned systetology as the underlying type system
of the Turn Planner, but also of all the other core moduleswioek on a language independent level.

Furthermore, we gave an overview of the factors that camulitiontent selection and media allocation,
which de ne the basic process of multimodal presentati@anping. Note, that content selection and me-
dia allocation cannot always be clearly separated in tefmpsagtical realisation, as the contextualisation
of information structure is in many cases closely bound &dpabilities of available output modalities.
In fact, the particular content structure derived by thecpss of content selection often determines the
usage of the modalities or rather the capabilities of théave output modalities sometimes condition
the structure and amount of the contextualized content dsawether factors like a user's cognitive re-
sources and the user's environment. Thus, in our approadalioselection and content selection and
structuring takes place at the same time, taking all othlevaat factors into account provided by the
system'sExtended Information Statén particular, with the plan-based approach to contertcsiein and
structuring we have applied for thea8MIE system, modality selection takes place as a side effectof se
lecting among strategies, and the necessary knowledgeasled in the strategies themselves. One clear
advantage in this ontology-driven planning approach iat tith de ning the interaction speci c pro-
cessing logic we are able to model such strategies on amcéstadl of abstraction that makes it possible
to easily adapt them to new application domains. Note, thatr research, we focused on presentation
planning for information seeking dialogues. However, dase their generic nature, we believe that our
concepts can be successfully transfered to other typeslaiglies.

Advantages over current state-of-the-art The research results from Task 3.2 provide an impor-
tant extension with regard to the state of the art in multiedgufesentation planning, as we developed a
theoretical and practical framework for ISU-based pres@nt planning on a domain-independent level.
On one hand, our research focused on the extension of thepBtdach towards multimodality, in par-
ticular on presentation planning for a multimodal ISU-lthsalogue system. On the other hand, we
also extended the dialogue modelling on the basis of the igoach by a higher level of abstraction.
This is done by using the general concept of ontologicalesgmtation which enables to declare different
views on real world objects and concepts. Such views canlibezxploited to obtain a certain level of
abstraction within a dialogue system's processing logiatelNthat we used this methodology not just
for presentation planning purposes, but also for other comeponents such as the dialogue manager and
the discourse module. In following this methodology withaed to the information staigdate process
there is the necessity to make use of appropriate tools tioatde adequate reasoning operations like,
e.g., subsumption tests. With the production rule systeiERAve have an appropriate framework that
comes with the necessary basic operations in order to dec@rgonent's processing logic on this high
level of abstraction.

We are aware of a lot of work in previous research projectstage investigated domain-independent
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factors in presentation planning, but to our knowledge reduation-ready multimodal dialogue system
exists that implements an abstract presentation planifireyy as MMIE does. Thus, the 8MMIE sys-
tem, based on our use of the ISU approach in combination witin¢éological knowledge representation,
instantiates a further step towards real industrial prtsduc

Advantages of the ISU Approach In following the ISU approach for dialogue modelling, we ben
ted from a number of advantages the ISU theory provides. i&t, the usage of a global information state
as a central repository for knowledge allows to create a mexible and modular system architecture,
as it forces the developers to come up with a uniform knowdedgresentation in a very early stage of
conceptualization and implementation. In a later stageeegbpment one then bene ts from this kind of
architecture as it easily allows to include new components extend existing modules (e.g., extensions
with regard to new languages, new presentation strategyielsextension concerning new domain-speci ¢
functionality). Based on this advantage, we were able tliseeaeveral different setups for presentation
planning for the nal showcase evaluation in a very shortifor further details see deliverables for task
6.4 ([35], [27]) and D5.3 [7]).

Implementation of the research in the showcase As outlined throughout the chapter, every theo-
retical result in Task 3.2 as described in this chapter i iatplemented for the turn planning component
of the SAMMIE system which is described in detail in deliverable D5.3 7§ &as undergone successful

evaluations as described in deliverables D6.4 part 1 [38]254 part 2 [27]. Furthermore, some aspects
of the system's presentation planning strategies, inolydippropriate tabular presentation, clustering of
large result-sets and lexical alignment, are based on gslfnom the the Wizard of Oz experiments we

conducted in workpackage 6.
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Chapter 4

Multimodal Turn-Planning in M IMUS

4.1 Introduction

This chapter describes the work carried out by the UniwediSeville on Multimodal Presentation Strate-
gies within the MIMUS system.

Different factors and strategies within MIMUS will be dissed. Some of them have already been imple-
mented, some have been developed at theoretical level, drimkvimplemented in the future.

It is also interesting to note that relevant informationareling the users' presentation preferences in the
In—-Home domain has been gathered from the MIMUS corpus dechpy USE during the current project.
This information has helped us con rm or refute the relewan€ the factors originally identi ed. It has
also contributed to the system ne tuning and to determireevileight or priority level of the relevant
factors.

Finally, a short description of the MIMUS 3D Talking head atslmotivation and advantages will be
provided. An in—depth description of its implementatiorpisvided in the extension to the deliverable
D3.3.

4.2 System Overview

As mentioned in previous reports, USE has worked on the dpwent of multimodal and multilingual
applications in the In—~Home domain. Although the results lva extrapolated to other user pro les, USE
has focused on wheel—chair bound users and their speaahtitances.

In this particular scenario, users are able to access tiensy all times through different modalities, that
is, using speech and/or a graphical interface. The scemariades microphones, speakers and a touch
screen where the information can be displayed and intratioceelected.

The software components of MIMUS are implemented as inddgranOAA agents, linked through the
OAA facilitator. An overall view of the system is shown in gei4.1.

The core of the system is the Dialogue Manager agent whosésra control the course of the interactions
with the user, checking the Multimodal Input Pool for newdtgfrom the user, that may come from the
ASR agent (speech, currently the OAA wrapper for Nuancejanfthe Home Setup agent (clicks). The
presentation of information from the Dialogue Manager t® tiser can also be done multimodally: by
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X X OWL2GRA
Dialogue Rules Lexicon Grammar [+

e

Lexicon

Figure 4.1: Architecture
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voice through the Talking Head (using Loquendo's TTS) arapbically through the Home Setup agent
as well as the display agents. The Talking Head acts alsoleamel to provide graphical information to
the user, expressing surprise, happiness: etc.

The Dialogue Manager uses the Knowledge Manager to perfeference resolution to locate specic
devices. The latter may be referred to by its label, as wdilyass location, type, etc.

Finally the Dialogue Manager may decide to execute comménds switch on a light), which will be
done through the Device Manager, using the x10 protocol.

4.2.1 Multimodal Presentation in MIMUS

MIMUS offers graphical and voice output to the users throaghelaborate architecture composed of
a TTS Manager, a HomeSetup and GUI agents. The multimodakeptation architecture in MIMUS
consists of three sequential modules:

Content Planner (CP): This module decides on the informatiobe provided to the user. It is
encoded as attribute-value pairs in a variant of the DTAGqua. As pointed out by [46], the CP
cannot determine the content independently from the ptasen planner (PP). In MIMUS, the CP
generates a set of possibilities, from which the PP willded@e, depending on their feasibility.

Presentation Planner (PP): The PP receives the set of [@ssiltent representations and selects
the “best” one in three steps:

1. First, it checks the contents proposed against the élaitaodalities, creating variants for
those that are ambiguous, and discarding unfeasible @ption

2. Then, it uses manually prede ned selection rules to iedtre set of possible presentations.

3. Finally, it checks whether there are concurrent opticets ip which case it applies an opti-
mization algorithm based on [48] to select one of them.

Along these steps, the PP uses the following external krdyeleesources, all of them encoded as
OWL ontologies and accessed through the Knowledge Man&déj: (@ Modality Model (based
on Bernsen taxonomy, [8]), a User Model, a Context Modeltafklultimodal Election rules and
the Dialogue History.

Realization Module (RM): This module simply takes the preagon generated and selected by
the CP-PP, divides the nal DTAC structure and sends eacktautiure to the appropriate agent
for rendering.

4.3 The Extended DTAC

As described in Deliverable [28], USE has extended the in&tion State (DTAC) to accommodate mul-
timodality and database queries. These extensions erf@BTAC to include modality and time infor-
mation, as well as additional information that completes @etermines the characteristics of the content
(restrictions).

1For more details, please refer to Deliverable D3.3.
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MODALITY: Corresponds to th&odality Type It is a list whose possible values will depend on the
modalities available. That is, the information may be pnése simultaneously in more than one modality.

TIME_INIT:  Corresponds tdnitial Time. It is currently de ned as a time that marks the beginning of
the utterance / Input.

TIME_END: Corresponds t&nd Time It is currently de ned as a time that marks the end of therutte
ance / Input.

These extensions provide a series of advantages at diffiereats. Focusing on those speci cally related
to multimodality:

1. The system identi es and records the input informatiasiuding the modality used by the user and
the exact time at which each input took place. In this caseinformation recorded is also useful
at different levels:

(&) To process the user's multimodal inputs correctly
(b) To disambiguate tasks

(c) To determine throughout the dialogue history the maglalf preference of the current dia-
logue, subdialogue or task

(d) To estimate possible disambiguation errors during airesubdialogue

2. The system is able to convey modality and time informati@t may be used for presentation pur-
poses. In this second case, the DTAC conveys informatioardégy the modality or combination
of modalities of presentation, as well as the time at whiahedunk of information must be played
or displayed.

In order to preserve the information recorded during the'sisgn, we need to differentiate between input
and output stages, which implies splitting btBDALITYandTIME_INIT into:

| _MODALITY : | Input Modality Type
O_MODALITY : | Output Modality Type

|_TIME _INIT : | Input Time
O_TIME _INIT : | Output Time

In the case oModality, it seems to be more useful to be a little more speci c regaygiresentation. Itis
for this reason that we have chosen a different denomin&tiotine modality attributes:

MODALITY will remain as it is for the INPUT Modality Type, and PRESMODAI be the designated
slot for the OUTPUT Modality Type determined by the MultinaddPresentation Module. This attribute
may have the following values:
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Speech
Text on a screen window (graphical)

Table (graphical)

So given the following input, we would get the subsequerdrimiation state:

INPUT: Dime losalbumes de los Beatles disponibles, por favor
(Tell me which Beatles' albums are available, please)

2 3

DMOVE specifyCommand

TYPE . LIST

QUANT . ALL

ARGS : bAIbum Artist]
MODALITY VOICE
TIME_INIT 00:00:00

META INFO TIME_END 00:00: 06
CONFIDENCE 700
DMOVE specifyParameter

Album TYPE LIST

. DMOVE specifyParameter
Artist TYPE beatles

This DTAC will trigger the corresponding Dialogue Rule (015 which will check whether all expecta-
tions are recorded. Since in this case all the informatigpuired is provided, the system will execute the
PostActions. These consist on nding the information, determining thhegentation mode and generating

the appropriate message.

The LIST Dialogue Rule could be very similar to the followiagample:

( RulelD:  LIST;
PriorityLevel:  15;
TriggeringCondition:
(DMOVE:specifyCommand, TYPE:LIST);
DeclareExpectations: {
Album <= (DMOVE:specifyParameter, TYPE:Album);
Artist <= (DMOVE:specifyCommand, TYPE:Artist);
}
ActionsExpectations: {
[Album, Artist] => {
MMPM(@is-LIST);
NLG(@is-LIST, template);
}
[Album] => {
MMPM(@is-LIST);
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NLG(@is-LIST, template);
}
[Artist] => {
MMPM(@is-LIST);
NLG(@is-LIST, template);
}

}

PostActions: {
ReferenceResolution (all, Album, @is-LIST);
MMPM(@is-LIST);
NLG(@is-LIST, template);
}
}
)

Since the current report does not focus on MIMUS DialogueeRuthe syntax provided in the dialogue
rule above will not be described in detail. Only the relevamictions will be discussed.

Once theReferenceResolution function is executed, the information is retrieved from tsabase and
included in the information state, that is, the DTAC struetu
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ALBUM

ARTIST

The information state (referenced @ss-LIST

2
REFERENCERESOLUTION QUANTITY 62

3
specifyCommand
hLIST i
ALBUM, ARTIST
AL 3
MODALITY VOICE
TIME_INIT  00:00:0
TIME_END  00:00:00
" #
DMOVE SpecifyParameter
TYPE Album
2 3
DMOVE SpecifyParameter
TYPE Avrtist
CONT beatles
3
3
A Hel
RR1 4 LBUM ep5
YEAR 1965
2 3
RR2 4ALBUM Rubber Soch‘
YEAR 1969
2 3
RR3 4ALBUM Please Please l\ge
YEAR 1963
2 3
RR4 4ALBUM Yellow Submarin%
YEAR 1969
2 3
RR5 4ALBUM Magical Mystery Toug
Y EAR 1967
2 3
A Leti
RR6 4 LBUM etltbe5
Y EAR 1970

in the dialogue rule) contains now the information pro-

vided by the user, and the information retrieved by the sydtem the corresponding database. It now
needs to be completed with the information regardimngsentation modendtime of presentationThis
additional information will be provided by the Multimodatézentation Module. The neRbstAction to

be executed is:

MMPM(@is-LIST);
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This function will basically tag the current DTAC with theaessary time and modality information for
the system to present the requested information in the npgsbpriate modality/ies and timing. The
Multimodal Presentation Module will use the heuristicsyided in the Multimodal Plan Library, the
contextual information, and the current DTAC with the refase resolution information, and include the
result as the values of the relevant attributes mentionediquisly. As can be observed in the following
example, only the root DTAC and tlireferenceResolution section include thERESMORNAQO.TIME_ST
attributes for the time being:
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DMOVE specifyCommand °
RTYPE hLIST i
ARGS ALBUM, ARTIST
QUANT ﬁ\LL i
APRESMOD SPEECH TEXT
b META-INFO 2MODALITY VOICE °

TIME_INIT  00:00:0
TIME_END  00:00:00

" #
ALBUM DMOVE SpecifyParameter
TYPE Album
2 3
ARTIST DMOVE SpecifyParameter

TYPE Artist

CONT beatles
REFERENCERESOLUTION 2QUANTITY 6

PRESMOD él’able

RR1 ALBUM Help
4 5
YEAR 1965
2 3
RR2 4ALBUM Rubber Sou5l
YEAR 1969
2 3
RR3 4ALBUM Please Please I\ge
Y EAR 1963
2 3
RR4 4ALBUM Yellow Submarin%
Y EAR 1969
2 3
RR5 4ALBUM Magical Mystery Toug_;
Y EAR 1967
2 3
RR6 ALBUM Letitbe
4 5
YEAR 1970

This new completed DTAC includes now not only the informatiequested, but also the instructions to
present such information to the user. The riedtAction to be executed

NLG(@is-LIST, template);

will call the Natural Language Generation module and usedémsignated template and the complete
DTAC to generate the nal answer. In the previous example, tfal result would be:
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Speech Tengo Galbumes de los Beatles.
Te los muestro por pantalla
(I have 6 Beatles albums
I'm listing them on the screen)
Text (screen) Tengo Galbumes de los Beatles
(I have 6 Beatles albums)
List (screen) Help
Rubber Soul
Please Please Me
Yellow Submarine
Magical Mystery Tour
Letit be

More information regarding the Natural Language Genendlilmdule and its templates can be found in
D3.3[29].

The full process is outlined in Figure 4.2.

Figure 4.2: MultiModal Presentation Module
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4.4 Relevant factors in Presentation Strategies

The presentation strategies in MIMUS will be de ned in the Iaodal Plan Library, where different
rules will be taken into account to determine the modalitg@mnbination of modalities to be used during
the next turn. The main parameters to be taken into accoant ar

a c W npoE

Domain/scenario

User input modality

Type and quantity of information to be presented
Dialogue history

Multimodal multitasking

Domain / Scenario: The current scenario, for instance, assumes that the uenaegt likely have con-

tinuous visual access to the touch—screen. This may no&beafe in other scenarios where visual
access to the screen may not be taken for granted.

User input modality: Although there is no direct mapping between the modalitysehaby the user to

interact with the system and the modality the system shos#dto communicate with the user, it
should nonetheless be taken into account. If no other pdearpeints at the need to change the
modality of interaction, then the principle of coherenag(it mode = output mode) should govern
over the system behavior. MIMUS also includes a Talking heellich makes the interaction
somewhat special. In some cases such as task executiomzation for instance, although the
user input might have been verbal, the virtual charactdropil for a visual con rmation (such as
nodding), to avoid unnecessary and monotonic utterances.

Information type and quantity: Independently of the domain under consideration, it iseqciéar that

the type of information to be presented is a determiningfaatterms of the presentation modality:

Short lists speech

Long lists graphical / List
Location related info graphical / map
Math formulae graphical

Brief messages speech

Tables graphical

Nonetheless, although this is an important factor, the cotiwence of additional factors may result
on different presentation modalities. The following exdenjlustrates a simple case in which
the amount of information (the number of items in a list) hatiract impact on the presentation
modality:
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User
(speech)

Call Antonio

System
(speech)

(screen)

I've found ve entries forAntonia
Could you specify his last name, please?

Antonio Abad Montero
Antonio Moreno Lépez
Juan Antonio Moreno Pérez
Antonio Rodrguez Vazquez
Antonio José Vela Lopez

User
(speech)

Moreno

System
(speech)

(screen)

Antonio Moreno Lopez o Juan Antonio Moreno Pére

Antonio Moreno Lbpez
Juan Antonio Moreno Pérez

z?

Initially, since ve full names is a little too much to enunage verbally, the rst natural choice is to
display the ve full names in order to make things easier auker. When the user narrows down
the possibilities to just two, it is natural to disambiguegebally, although graphical redundancy is
helpful as well as coherent with the former turn. Both mdéediare therefore used.

Dialogue history: The objective of considering this parameter too is to makesgistem more collabora-
tive and endow it with a certain degree of exibility and adigjty. External or user related factors
may generate speci ¢ needs that require a different bebaviom the system. What in normal
circumstances may be the most natural and appropriate wpsetent information, may not be
suf cient in some cases:
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User
(speech)| Call Antonio
System
(speech)| I've found ve entries forAntonia

Could you specify his last name, please?

(screen) | Antonio Abad Montero Antonio Moreno Lépez
Juan Antonio Moreno Pérez Antonio Rodrguez Vazquez
Antonio José Vela Lopez

User

(speech)| Read me the list, please

System

(speech)| Antonio Abad Montero, Antonio Moreno Lbpez,
Juan Antonio Moreno Pérez, Antonio Rodrguez Vazquez,
and Antonio José Vela Lopez
(screen) | Antonio Abad Montero Antonio Moreno Lbpez
Juan Antonio Moreno Pérez Antonio Rodrguez Vazquez
Antonio José Vela Lopez

[...] The user selectsAntonio Abad

and a little after the call ends.

System
(speech)| Your call has ended. Anything else?
User
(speech)| Conference call with Lépez and Pérez
System
(speech)| I've found ve entries forLopez

Could you specify his last name, please?

Antonio Moreno Lopez, Antonio José Vela Lopez,

José Luis Lopez Ayala, Marcos Lopez Pérez,

Pedro Mart'nez Barcos

(screen) | Antonio Moreno Lopez Antonio José Vela Lopez
José Luis Lopez Ayala Marcos Lopez Pérez
Pedro Mart'nez Barcos

When the list of results is too long, the default system behmvgiven the information type and
guantity is to display the list without reading the elemertt®wever, given that the user has re-
quested to have the full list read, there are reasons tovedit in the current dialogue /situation
the user prefers spoken output. The system has therefopgeadaThere could also be a more
transitional adaptation by having the system “offer” tod¢laem, rather than just reading the list
directly. The main issue is however to be able to detect ti@auser has overridden the systems
behaviour. In any case, the user may also interrupt thersyi$t@o more information is needed.

Multimodal Multitasking: As discussed in previous reports, the possibility of penfog at least two
unrelated tasks simultaneously through different maealiis quite interesting and a common pat-
tern in human behaviour. This is nonetheless a rather comgud& from the system implementation
point of view and beyond the scope of this project. However,have chosen to include this pa-
rameter and all additional considerations in our analymiguture research.
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The following example has also been presented in othersstaports to illustrate this situation.

User
(speech)|| Call Paloma and Alberto on conference call
and transfer all my calls to my of ce.

System
(speech)|| I'm putting you through with Paloma Abad
and Alberto Castillo

User
(speech)|| (On Conference call)
System
(screen) || Cameraicon ashing
Written message: Somebody is ringing the doorbell!
Option list:

Display camera image

Open the door

Open microphone

Nobody is home

User
(speech)|| (On conference call)

(screen) || (Clicks onDisplay camera image
System
(screen) || (Displays camera image)
(speech)|| Your conference call is over.
Would you like to transfer your calls to your of ce now?

User
(screen) || (Clicks onOpen the door
(speech)|| Yes, please

System
(screen) || (Open door message)

(speech)|| From now on all your calls will be transferred
to your of ce number.

Can | help you with anything else?

Although the system's default behaviour when there is smdglon the door is to let the doorbell ring
and interact verbally, due to the fact that the user is erdjaga conference call, the system opted for a
visual warning and graphical menus. This gives the userplieroto perform more than one task without
interrupting the current one.

The MIMUS corpus [32] gathered by USE with WoZ experimentsrau2005 [33], intentionally includes
situations in which the user is led towards multimodal ntastking.

It must also be taken into consideration that two simultasetasks through different modalities must
necessarily generate two dialogue histories. This addeat geal of complexity to the implementation.

For instance, in the example above the user might have eeftorthe second task verbally too:
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System
(screen) || (Displays cameraimage)

(speech)|| Your conference call is over
Would you like to transfer your calls to your of ce now?

User
(speech)|| Yes, please, and open the door
System
(screen) || (Open door message)

(speech)|| From now on all your calls will be transferred
to your of ce number

Can | help you with anything else?

Wherethe dooris obviously the front door and no other, and the graphicabdiue history disambiguates
the situation. Arintelligent systenwould necessarily have to act as a unique interacting ety is, it
should be aware of the two conversations both independantiat a higher level in order to disambiguate
elements.

4.5 The MIMUS Multimodal Plan Library

As discussed in previous sections, the key to the presentatodality decision process carried out by the
Presentation Layer is the information contained in the ivhddal Plan Library. This library consist of a
series of rules that will univocally determine the systemspntation strategy for each turn.

Although most of the heuristics should be domain independame examples can be found which seem
to underline the convenience of having speci c librariesdpeci ¢ scenarios. We will therefore consider
the library for the speci ¢ scenario USE is working on in thamnt project: the smart house for wheel—
chair bound users.

Due to the limited scope of the project in general and thigade in particular, USE has opted for the
implementation of a rather simple library and extended tops of the presentation strategies to include
a talking head.

It seemed obvious during the experiments that the subjeete more comfortable having a human-like
entity to dialogue with, rather than a plain computer, comimg again Reeves and Nass' ndings [41].
This observation is based on the language usage and dispdadifference between the rst and the sec-
ond experiment. When asked to address the system by nanserpeation) in the second experiment,
the subjects' displayed a more conversational and relakédde. It is for this reason that USE decide
to reinforce the more human-like side of the interaction byedbping a virtual character, capable of
human-like visual feedback.

The library consists of a series of rules establishing tharipy of the different parameters and the con-
ditions under which each rule should gain weight and deteerthie nal modality of presentation for the
coming turn.
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The current version of the library is very simple, but alldasmore complex additions in future develop-
ments. MIMUS current strategy is basically informationuedancy with some very speci c restrictions.
All questions and information-providing answers are badipldyed on the screen and uttered by the vir-
tual character, excepting long lists of items. Since theeena sensors that provide information about the
user's current presence, we assume the user is still sitirthe wheel—chair and can therefore access the
information:

By default, MODALITY = PRESMODas long as the output is information seeking or information
providing (rather than con rmations and so on), and unldbgoparameters come into play.

In any case, and given aMODALITY, unless overridden by the user in the dialogue history,lgrap
cal presentation of certain types and quantity of infororatvill determine the®RESMOI the case

of:
Long lists graphical / List
Location related info  graphical / Floor plan
Tables graphical

If MODALITY=Speech and the information type requires graphical dispRRESMOBhould be re-
dundant:[Speech, Text]  for the root DTAC, and one of the options of graphical dispiaythe
reference resolution results (list, table, etc.).

If the user is multitaskint) then the communication channel of the second task shoulldebene
that is not being used in the rst task. This is also task déeat, since the rst task may also
imply the use of more than one modality.

These are just some examples of the type of restrains andnafmn taken into account in the MMP
Library.

According to the data in the MIMUS corpus [27], when the satgenvere surveyed on their preferred
presentation modality, “SPEECH” was clearly a favoriteha trst experiment, where tasks were simple
(57% speech vs. 6% written). However, there is a noticealgleease of the preference for written output
in the second experiment, where tasks were more complex épE¥ch vs. 24% written). The data also
shows that 31% and 29% of the subjects in the rst and secopérarents respectively (1A and 1B)
stated that they preferred them both (speech and writtggutjutlt is interesting to note that the options
were:

Speech
Written
All

Combined
So when the subjects selected “All” versus “Combined”, thgre probably selecting “Redundancy”,

rather than one modality, or even a combination of modalitighere the information is split between
modalities.
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Figure 4.3: Presentation modality of preference in 1A

Figure 4.4: Presentation modality of preference in 1B

MIMUS main strategy at the moment is information redundawtyen the user may nd it useful, and
visual less-intrusive presentation for simple or repagitasks.

4.6 The MIMUS Talking Head

Since the overall purpose of the MIMUS system is to becomeaatioal and valuable tool in the smart
home scenario, different sub—objectives gain importamcenan—like interaction must be not only ef -
cient, but may and/or should also include additional huneatures. In order to endow the system with
suf cient capabilities to ful Il these requirements, theIMUS system has been furnished with a talking
head that complements the system's personality, and afeappearance of human-like communication
on the interaction.

MIMUS seeks to be a clear example of user—centered desighwith the user always in mind, the
MIMUS talking head has been integrated into the main systeimtacture. More information is available
in [34]

3The implementation of multitasking is beyond the scope isf pioject, but USE is considering this parameter.
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The existence of the talking head as a presentation resbascalso a direct impact on the way informa-
tion is presented. When the talking head is available, moldial redundancy occurs more often, since in
most cases the talking head will reinforce the utteranck antexpression or gesture.

As it is the case in MIMUS, the talking head is also used to pl@ygraphical feedback to the user when
verbal feedback might become monotonous and/or tiring. earcexample of this case is the acknowl-
edgement of a command, or a con rmation after performingrgoge task (such as “Turn the kitchen light
on, please ”). If every time the user gave a command, thesysteered a con rmation, the user would
most likely soon enough turn the volume off altogether. Sostinategy implemented in MIMUS combines
a small number of verbal con rmations, and regular visualdigack. The user may then choose to ignore
or not visual con rmation, whereas only every now and theregbal con rmation would be provided.

4.7 Conclusions and Future work

Throughout this chapter the work developed by USE regarttiagmplementations of some presentation
strategies has been presented. It is worth noting thatipaheind user—oriented issues have been primed
over other theoretical issues.

From the WoZ experiments, we gathered that the users were raoeptive in general to a human-like
virtual character, and that the implementation of such @iave an enormous impact on the overall user
satisfaction level. Therefore, a talking head was impleedand although no formal evaluation has taken
place, the system has already been presented in differemh$owith great success.

Advantages over current state-of-the-art MIMUS represents a a signi cant step forward towards
fully multimodal and dynamic presentation strategies mlajue systems. Although we are quite aware
of the great deal of research being conducted in this arearav@ot aware of any system that brings
light into as many different research issues: an ontolaageld 3-layer architecture with fully multimodal
and dynamic presentation strategies in the ISU approactydimg a 3D talking head. Although the
current scenario does not require a great deal of complé&xitthe functionality implemented, MIMUS
architecture is domain-independent and allows for fultaozation. MIMUS also exempli es applied
UCD (User-Centered Design) methods and strategies, wkiciceethe overall primary goal of this im-
plementation: a very practical, exible and useful tool the focus group, and an almost—industry—ready
system.

Advantages of the ISU Approach The ISU approach in MIMUS has made possible most of the
advances presented in this chapter. Some of them would fesare ffiossible with other approaches, but
in our opinion the ISU approach offers a domain and languadependent framework with singular
advantages: simple extensions to the original IS stru¢if&C) enable the system to handle multimodal
inputs, and multimodal presentation strategies as thealavolution of the theoretical framework.

Implementation of the research in the showcase MIMUS is based on the results of the WoZ
experiments conducted during the project (MIMUS corpus) mresented in D6.4 [27]. Although a for-
mal evaluation was beyond the scope of this project, theesys a close t to the users' expectations,
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and appears to perform well. As illustrated throughout thapter, different strategies have been im-
plemented: redundancy in content-full dialogue movesjali®nly feedback in most con rmations and

acknowledgments, visual reinforcement with facial expi@ss according to the context, multiple-option
natural language generation [29] and clickable optios.list

Future work USE plans to develop a more complex version of the Multim&dah Library to include
all the theoretical cases illustrated throughout this tdra@ms well as a formal evaluation of the overall
system and the impact of the talking head on the users' expegi
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Chapter 5

Conclusion

In this document we presented the work carried out in Taske®. part of WP3. Task 3.2 contributes to the
overall objective of WP3 to support exible and adaptive teys output presentation in multiple modes
by investigating and subsequently implementing methodsdotent selection and media allocation by
taking the information state of an underlying dialogue eystnto account.

The chapters of this deliverable discussed the theoretimaimplementational aspects of multimodal pre-
sentation planning in the context of the three differestk showcases. In chapter 2 we addressed how,
and to what extend, information structure in general candms®l io meet the requirements for content
selection and media allocation, which was an issue explioreelation to the ®DI1S application Agen-
daTalk. With the use of Optimality Theory to discuss constsaon con icts, a number of constraints have
been determined for content reduction and media allocakarthermore, some multimodal presentation
strategies were presented which are realised in the naloerof the AgendaTalk application. In general,
it could be shown that the presented constraint framewasi#yealows re-ranking of different constraints
giving a choice of different kinds of system behavior whiged to be tested empirically. In chapter 3 we
described the ontology-driven multimodal presentati@nping approach that was realised for thevs

MIE system. We showed how the modelling of multiple levels oftr@ation within an ontology enables
the possibility to declare different views on real world@dig, and how these different views can be used
for modelling interaction on an domain-independent levelirthermore, we presented the factors that
condition content selection and media allocation, whicmelehe basic process of multimodal presen-
tation panning, and an example was provided how contenttimieand media allocation is realised by
the plan-based approach the turn planning componentimve relies on. In chapter 4 several different
factors and strategies for multimodal presentation plaopihiave been discussed that are realised within
the Mimus system. In addition, the underlying architecture of a like-virtual character was presented,
that was realised as an output modality for thevs system to include additional human features.

To summarize, we have identi ed a range of different facthie determine content selection and media
allocation, where a number of factors are used in more thansgatem, e.g., the constraints on verbal
repetition or a user's cognitive load. Concerning contestextualisation with regard to the extended
information state, in particular the cases of content rédogc content augmentation and intonation de-
termination were addressed. It was also shown, that in germntent selection and media allocation
cannot always be clearly separated, as the contextuahisafi information structure is in many cases
closely bound to the capabilities of available output mit@ésl In fact, the particular content structure
derived by the process of content selection often detesrtime usage of the modalities.
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Advantages over current state-of-the-art Unlike current dialogue systems, including multimodal
systems, the research presented in this deliverable m®\imr context-adaptive, exible presentations
that depend on a number of context conditions such as pEyiotentioned objects or topics, currently
focussed objects, currently focussed modality, type anduaitnof data to be presented, user's cognitive
load, and others.

To achieve such adaptive presentations, our work is basedumiform model of context that is stored
in the information state, the basis of the ISU approach. Thisorm model supports development and
extendibility of systems, the reuse of existing resouraes r@sults in a more consistent user interface.
Since all context information relevant for presentatioanpling is language-independent, our approach to
presentation planning is also advantageous for buildintjilmgual systems.

Overall, we follow the ISU approach in modularizing the @&k a dialogue system by providing a sin-
gle module for presentation planning with clearly de nedenfiaces to dialogue management, discourse
context and modality-speci ¢ realization components.

Finally, we have extended the ISU approach in a number of wafsuse the notion of extended informa-
tion state, e.g., for accommodating multimodality in thieimation state. We have included information
structure in the GDIS and 3\MMIE systems. And we have introduced the uniform use of an ongelog
based knowledge representation in the information statending the modelling to include CPS (a theory
for collaborative problem solving), generic planning siénd multiple views on the domain objects.

Advantages of the ISU approach The ISU approach provides a number of advantages for our re-
search in presentation planning. The modularization ofi8¢ approach supports the realization of a
separate presentation planning module and allows for grpats with different sets of planning strate-
gies which has been used in creating different set ups of yatesis in the evaluations conducted in
workpackage 6. The ISU approach also provides a centrasitepyp for context representation including
(for the purposes of presentation planning): informatiancture and general discourse context, user in-
formation and modality speci ¢ information. This centralository is a natural t for the ontology-based
knowledge representation that we have developed and tegitethe SA\MMIE system.

Implementation of the research in the showcase We have fully implemented all theoretical ad-
vances presented in this deliverable in full, multimodalaue systems, ranging from the research pro-
totype GODIS, the more extensive Mus system, to the elaborateABMIE system that is close to a
product prototype. These systems have served multipleopagpand will be used in the future. Dur-
ing research and development, they served as researchegetudest different hypotheses. They have
helped in disseminating the results of T3.2 and TALK in gaheFinally, the 3MMIE system was used

in the formal evaluations performed in workpackage 6 andasgnts a signi cant step towards the future
development of an industrial product based on TALK techgiel®.
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Appendix A

Prototypes

A.1 The SAMMIE In-Car Dialogue System

DFKI and USAAR developed and implemented in close coopamatvith Bosch and BMW the nal
showcase of the in-car multimodal dialog system. This retsion can be found on the CD/DVD attached
to this report.

Installation and Running The system comes as a tarball with all internal componentsweder,
some of these components rely on external software. Herslisralist:

proper installation of Nuance speech recognizer 8.0

javal.5.3

proper installation of OAA 2.3.0 (software comes with thetsyn)

For further details we refer to the le README.txt on topldws the system distribution.

A.2 The GoDIS AgendaTalk System

The GoDIS AgendaTalk system is developed bgoT, and is a version of the AgendaTalk used as a
nal showcase for TALK. It can be found on the CD/DVD attachiedthis report. Code speci ¢ to the
the AgendaTalk application is in tluemain-agendatalk library. The distribution includes a readme le
for system requirements, notes on external software neeaedinstallation instructions. Software and
software descriptions can also be found on:

http://www.ling.gu.se/projekt/talk/software/

A.3 The MIMUs System

The software demonstrating presentation planning imiit is a version of the showcase for the in-home
scenario, and more speci cally for wheel-chair-bound asdihe prototype includes a README le with
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precise instructions to con gure and run the prototype.
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