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Summary

This deliverable reports on the work carried out in Task 3.2,as part of WP3. Task 3.2 contributes to the
overall objective of WP3 to support �exible and adaptive system output presentation in multiple modes by
investigating and subsequently implementing methods to determine the contextualized content for presen-
tation planning by taking the information state of an underlying ISU (Information State Update) dialogue
system into account. Furthermore, it details the research we made on developing methods for media allo-
cation on the basis of the information state, that we extended with regard to multimodality. This is done
by presenting theoretical and implementational aspects ofthe presentation planning approach of three
different multimodal dialogue systems that were developedwithin the TALK project. We describe the
advantages of using the ISU approach, the advances made overthe previous state-of-the-art and the im-
plementation of our research results in the TALK showcase systems. With our work in Task 3.2 we have
successfully developed a new basis for building adaptive, multimodal presentation planning strategies. We
have identi�ed the contextual factors relevant for presentation planning and we have designed a generic,
ontology-based framework.
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Chapter 1

Introduction

1.1 Objectives

Planning an ISU system's dialogue contribution involves selecting dialogue moves and determining the
propositional content of these moves based on the current context that is provided by a system's underlying
information state. In the classical ISU approach for speech-only systems it has been commonly assumed
that the propositional content is realized rather straightforwardly producing written or spoken natural
language output.
In realizing naturally adaptive multimodal dialogue, there is, however, a need for a more complex rela-
tionship between the propositional content determined by the dialogue manager and the content realized
as output, in order to adapt the output to the available output modalities, according to the dialogue context,
the situation, the user, and the capabilities of the output modalities. The use of multiple modalities adds
new possibilities and also challenges, because system output can be distributed in various ways. For ex-
ample, multimodality enables graphical presentation of various kinds of feedback (e.g., what the system
has understood) or background information (e.g., the list of available options about which further dialogue
may be carried out), while reserving the speech channel for information that advances the interaction (e.g.
making a suggestion or asking a question). The work described in this document relies on the research that
was done for Task 3.1 which was focused on theextensionof the Information State approach to handle
multimodal input and output as presented in [28].
Task 3.2, which this document �nally reports on, was concerned with

1. developing generalized turn planning strategies to determine the contextualized content from the
proto-content on the basis of theExtended Information State(EIS).

2. developing methods for taking the EIS into account when distributing the contextualized content of
the available modalities. (How can the Extended Information State be used in dynamic allocation
of the available modalities?)

Up to our knowledge, these possibilities have not been systematically investigated and utilized in previous
research on dialogue systems.
In in this deliverable, we report on these methods that were developed for three different system setups,
namely the SAMMIE , the MIMUS and the GODIS system.

2
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Advantages over current state-of-the-art The research presented in this deliverable provides for
context-adaptive, �exible presentations that depend on a number of context conditions such as previously
mentioned objects or topics, currently focussed objects, currently focussed modality, type and amount
of data to be presented, user's cognitive load, and others. To achieve such adaptive presentations, our
work is based on a uniform model of context that is stored in the information state, the basis of the ISU
approach. Overall, we follow the ISU approach in modularizing the tasks in a dialogue system by pro-
viding a single module for presentation planning with clearly de�ned interfaces to dialogue management,
discourse context and modality-speci�c realization components. We have extended the ISU approach in a
number of ways. We use the notion of extended information state, e.g., for accommodating multimodality
in the information state. We have included information structure and we introduced the uniform use of an
ontology-based knowledge representation in the information state.

Advantages of the ISU approach The ISU approach provides a number of advantages for our re-
search in presentation planning. The modularization of theISU approach supports the realization of a
separate presentation planning module and allows for experiments with different sets of planning strate-
gies which has been used in creating different set ups of our systems in the evaluations conducted in
workpackage 6. The ISU approach also provides a central repository for context representation including
(for the purposes of presentation planning): information structure and general discourse context, user in-
formation and modality speci�c information. This central repository is a natural �t for the ontology-based
knowledge representation that we have developed and testedwith the SAMMIE system.

Implementation of the research in the showcaseWe have fully implemented all theoretical ad-
vances presented in this deliverable in full, multimodal dialogue systems, ranging from the research pro-
totype GODIS, the more extensive MIMUS system, to the elaborate SAMMIE system that is close to a
product prototype. These systems have served multiple purposes and will be used in the future. Dur-
ing research and development, they served as research vehicles to test different hypotheses. They have
helped in disseminating the results of T3.2 and TALK in general. Finally, the SAMMIE system was used
in the formal evaluations performed in workpackage 6 and represents a signi�cant step towards the future
development of an industrial product based on TALK technologies.

Report Outline The chapters of this deliverable discuss the theoretical and implementational aspects
of multimodal presentation planning in the respective of the three differentTALK showcases: Chapter 2
describes the content selection and media allocation in GODIS for the calendar application AgendaTalk,
implementing an approach based on information structure and the ranking of different constraints on con-
tent reduction and media allocation. The research questionaddressed in this chapter is thus the extent to
which information structure can be used as a basis for both content reduction and media allocation. Chap-
ter 3 describes an ontology-driven multimodal presentation planning approach realised in the SAMMIE

system. It explains in detail, how ontologies can be used as aspeci�cation of the general concept of infor-
mation structure in order to address the research question how to de�ne well-formed concepts for content
selection and media allocation in order to create more abstract generic libraries for turn planning. In more
detail, it presents conceptualized and implemented methods for more domain-/application-independent
presentation planning strategies for the area of multimodal information seeking dialogues. Chapter 4 dis-
cusses different factors and strategies for multimodal presentation planning realised within the MIMUS

system. In particular this work focuses on the requirementsfor multimodal presentation planning with re-
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gard to in-home ambient intelligence, in particular the scenario of a multimodal user interface to in-home
devices and applications for wheel-chair bound users.
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Chapter 2

Multimodal Turn-Planning in G ODI S

This chapter describes content selection and media allocation in GODIS for the calendar application Agen-
daTalk, implementing an approach based on information structure and the ranking of different constraints
on content reduction and media allocation. The research question addressed in this chapter is thus the
extent to which information structure can be used as a basis for both content reduction and media alloca-
tion. That is, to what degree and how can theories of information structure play a theoretical and practical
role in a multimodal and multilingual dialogue system? The work presented here builds on work on the
extended information state for GODIS in [28] and the GODIS resources in [29].
The chapter begins with an overview of the GODIS system and the AgendaTalk application, and con-
tinues with an introduction to relevant aspects of information structure. Content selection with respect
to content reduction is then discussed in section 2.3, mediaallocation in section 2.4, and the determina-
tion of intonation in 2.5. Section 2.6 discusses a number of different strategies concerning the content
reduction and media allocation factors determined in the preceding sections, and 2.7 gives an overview of
the implemented planning library. The chapter ends with a conclusion. Throughout the chapter the term
`contribution' is used as a multimodal equivalent of the `utterance'.

2.1 System overview

GODIS is built using the TrindiKit toolkit for information state-based dialogue systems. The different
GODIS applications developed as part of TALK are described in detail in [20]. Figure 2.1 gives an
overview of a basic GODIS system architecture. The central component is the information state. An
extended information state for multimodality in TALK is described in [28]. The boxes in the row above
the information state are all modules. These areInput, Interpret, Update, Select, Generate, andOutput.
They are controlled by an algorithm given asControl at the top of the �gure. Below the information state
are resources. These are passive knowledge sources such as databases, lexica, and domain knowledge of
various kinds. In contrast with resources, modules are all active components, reading from and writing to
the information state.
As the present chapter is concerned with generation, the GODIS modules of particular interest here are
Select, Generate, andOutput. Based on the current state of the information state, theSelect module de-
termines the next move and move content to be generated by thesystem. TheGenerate module then maps
this move and content to a string using a lexicon resource, and theOutput module is �nally responsible

5
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INFORMATION
        STATE

INPUT      INTERPRET     UPDATE    SELECT    GENERATE    OUTPUT

CONTROL

RESOURCE1      RESOURCE2         .....

Figure 2.1: The basic GODIS system architecture
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INFORMATION
        STATE

CONTROL

RESOURCE1      RESOURCE2         .....

INPUT      INTERPRET     UPDATE    SELECT     INFOSTRUC    FISSION    GEN    OUTPUT

Figure 2.2: The modi�ed AgendaTalk system architecture

for producing the string as text or as speech using a text-to-speech synthesiser.
The GODIS application that has been selected as the application for WP3 work is AgendaTalk. This is
a multimodal and multilingual dialogue application that allows the user to communicate with a calendar.
The calendar device is the stand-alone system Borg1, and WP3 work has been enabled using the TALK
enhancements of Borg as described in [29]. The functionality of AgendaTalk includes adding events to
and deleting events from the calendar, and querying the calendar in different ways. AgendaTalk is given a
full description in [20]. AgendaTalk has two output modalities of relevance to the present chapter: speech
and the graphical interface.
As part of TALK work, the system architecture of AgendaTalk has been modi�ed in comparison with the
basic architecture in �gure 2.1. Speci�cally, the generation part of the application has been re�ned. As the
aim is a highly modular system, this has led to new modules forAgendaTalk. The new system architecture
for the AgendaTalk application is given in �gure 2.2.
In a WP3 context the move content given by theSelect module is theproto-content, to be modi�ed by
subsequent modules into acontextualised content. The proto-content is thus in some sense a representation
of the message that is to be conveyed to the user, whereas the contextualised content, in the case of
AgendaTalk, has incorporated constraints on content reduction and media allocation. TheSelect module
is the standard AgendaTalkSelect module, and has not been modi�ed in any way for WP3 work.
The �rst new module from a WP3 perspective isInformation structure. This module reads the move(s) and
proto-content(s) of the next move(s) to be made, as determined by theSelect module and as recorded in
the information state. Based on the dialogue history, the module then determines the information structure
of this proto-content. TheInformation structure module is described in section 2.2 below.

1http://sourceforge.net/projects/borg-calendar/
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The next new module isMultimodal �ssion . Based on the information structure partitioning given by
Information structure and various contextual factors, this module determines thecontextualised content of
the contribution to be generated. The two tasks involved here are content reduction and media allocation.
Content reduction is described in section 2.3 and media allocation in section 2.4. Content reduction is
here seen as a part of media allocation. That is, in the determination of in which media a particular piece
of content is to be realised, it is also determined whether the contribution is to be content reduced or not.
The third new module isGenerate agendatalk is, which is actually a modi�cation of the standard Agen-
daTalkGenerate module to handle information structural categories, that is, pieces of content marked for
informations structure. This module is described in section 2.7 below, which gives the details of the im-
plemented library for content selection and media allocation. Section 2.7 also gives the implementational
details of the modulesInformation structure andMultimodal �ssion , whereas sections 2.2-2.4 give a more
theoretical description of the issues involved.
The Output module in �gure 2.2 is the standard AgendaTalkOutput module, realising what is to be the
spoken part of the contribution using a text-to-speech synthesiser.

2.2 An Information-Structure Based Approach

Let us now turn to the theoretical underpinnings of theInformation structure module.
The base for both content reduction and media allocation in GODIS, as well as for intonation assignment,
is the recognition that different parts of any given contribution relate to the context in different ways. Put
in another way, different parts of a contribution may belongto different information structural categories.
The basic division that we make use of here is between focus and ground, roughly in the sense of [44].
Consider the following dialogue example from the AgendaTalk domain:

(1) U: What time is my yogaon Sunday?

S: The yoga is atten o'clock

The part in italics in the system contribution is theground. This re�ects what has already been established
as part of the context, here in the form of the user's questionwhich is represented as the (topmost) ques-
tion under discussion in the QUD structure in the GoDiS information state. For a review of the GoDiS
information state, including QUD, see TALK deliverable D3.1 [28]. The part of the context of which the
ground is a re�ection can be called the base, with a slight modi�cation of [45]. This is the underlined part
of the user's question in (1). The part in boldface is thefocus, which is the part of the utterance that is to
update the information state, that is, the informative partof the contribution.
The determination of the information structure of a contribution in dialogue is far from a simple matter in
the general case, as the context which the contribution relates to may be large and complex, consisting of a
number of previous contributions by several dialogue participants as well as a non-linguistic context. Some
of these linguistic and non-linguistic contextual factorsare investigated by [18], with a focus on questions
and answers in dialogue. A framework is developed by Ericsson that takes the recent dialogue history into
account for the determination of the information structureof certain (unimodal) utterances in dialogue.
A similar dialogue history is suf�cient for information structure determination in AgendaTalk, and the
following dialogue history structure, adapted to multimodality, is added to the AgendaTalk information
state:

Version: January 9, 2007 (Final) Distribution: Public
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(2) stackset( record( [ speaker : participant,
modality : set(modality),
turn cont : set( record( [ move : dmove,

score : real ] ) ) ] ) )

The dialogue history is a stackset of records, where each record corresponds to a contribution from a
single speaker. The stackset data structure means that the dialogue history is basically seen as a stack,
with more recent contributions on top of more distant ones, and the most recent contribution always being
the topmost element, but with the addition of certain set-like behaviour in that elements further down in
the stack can be inspected without elements higher up needing to be popped �rst.
Each record corresponding to a contribution then contains the speaker (user or system), the set of modal-
ities used in the contribution (speech and/or graphics), and �nally the content of the contribution orturn.
This content is a set of records, where each record consists of a dialogue move and a speech recognition
score for this dialogue move. A contribution in the dialoguehistory thus consists of one or more dialogue
moves made by a certain speaker as part of a single turn, whereeach move has been recognised by the
system with a certain con�dence, and where the contributionwas realised using one or more modalities.
The record in (2) is a generalisation and extension of the move history proposed in [28], partly in order to
handle other mechanisms needed for AgendaTalk, such as anaphora resolution. The move history included
in [28] only contained the most recent contributions at any given point, incorporating the constraint that
information structure is typically not determined in relation to a contribution at an arbitrary distance in the
dialogue, but only fairly locally, with information structure being determined in relation to the immediately
preceding turn, or the preceding two or three turns, as by farthe most common case. In other words, for the
determination of information structure, only the most recent contributions need to be kept in the dialogue
history. However, in the current implementation of AgendaTalk, the dialogue history keeps track of all
contributions, as this is needed for other aspects of the application.
AgendaTalk implements a recency algorithm for the determination of information structure, with a more
recent contribution tried before a less recent one, and onlythe most recent utterances being considered.
For a description of a multimodal dialogue system that workswell using a recency constraint together with
type constraints for the interpretation of content reduceduser contributions and user-produced pronouns,
see the ADAPT and NICE systems of [12].
The AgendaTalk algorithm also takes into account the important role of QUD in the determination of
information structure. In corpus dialogues the information structure of an answer contribution is very
often determined in relation to the question under discussion, and answer utterances are precisely the
locus of information structure determination in AgendaTalk, as we shall see shortly. An information-
structure-giving question on QUD may, however, not have been introduced in the dialogue as part of a
contribution separated byany number of turns. It must have been introduced fairly recently, and this is
where the recency constraint comes in, so that recency and QUD constrain each other for the determination
of information structure. For an extensive corpus analysis, see [18].
The information structure of a semantic content in relationto the semantic content of some contextually
given contribution can be determined through the exploitation of semantic parallelism between these two
contents ([15], [40]). This is, for instance, the approach explored by [30], [31]. In AgendaTalk we
have instead chosen to make use of already existing domain knowledge in the form of a relevancy relation
between questions and answers. This means that if a proto-content is a relevant answer to a given question,
then the part that actually answers the question is the focus, and the remaining part is the ground. This
is an approach that works well for answer contributions in GODIS. Although not calculated explicitly,
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semantic (and even pragmatic) parallelism here plays a roleimplicitly, and the notion of question-answer
relevance importantly captures the informativeness of thefocus.
As we have mentioned, information structure of a proto-content is used by AgendaTalk both for the de-
termination of whether the contribution is to be content reduced, and for the determination of in which
modalities different pieces of content are to be realised, that is, for media allocation. For this reason, it is
only relevant to determine the information structure of proto-contents of moves that can be reduced and
that can be realised in both of AgendaTalk output modalities. Hence we have restricted the determination
of information structure to contributions that can fully berealised using either speech or graphics alone,
as this gives the most number of options to be explored for media allocation.
In AgendaTalk this means that information structure, content reduction, and media allocation will only
be considered for answers to user queries. No other moves will be given an information structure. For
instance, no information structure will be determined for agreet move, which may be realised as, for
instance, “Hi, this is AgendaTalk”, or an ask move such as onethat may be realised as “What can I do for
you?” or one that may be realised as “Which information is wrong?”. This means that implicitly moves
such as greet moves and ask moves will be considered as all-focus moves, that have no ground and for
which there is no base in the dialogue history. They will not be considered for content reduction, and they
will be given a default intonation. For present purposes this is fully suf�cient, but for a discussion of the
information structure of questions, see [17] and [18].
For a proto-content where an information structure consisting of both focus and ground has been deter-
mined, content reduction based on information structure means that less than the full ground and focus
will constitute the contextualised content. For GODIS this means the realisation of just the focus or just
the ground, but not both. Content reduction can either be regarded per modality, so that one modality
may realise a content reduced contribution, or not, irrespective of what is realised in other modalities. It
can also be regarded for the modalities taken together, so that a content reduced contribution is one where
all modalities taken together realise less than a full ground and focus, for a ground-focus content. The
AgendaTalk implementation allows both of these perspectives to be taken.
Media allocation based on information structure means thatwhat is realised in a given modality belongs
to one or more information structural categories. In other words, a given modality may either realise both
the focus and the ground, just the focus, just the ground, or nothing at all, giving four different options for
each modality. The allocation process determines which of the four options is to be used for all available
output modalities for a given contribution that is to be realised.

2.3 Content Selection

As described above, the proto-content is determined by theSelect module, which is the standard Agen-
daTalk module, and no modi�cation of this module has been needed for WP3 work. Thus, content se-
lection for GODIS in the context of WP3 involves the determination of the contextualised content. This
includes the determination of whether a content-reduced contribution is to be used or not.
A number of different and often con�icting constraints are involved in the determination of whether a
content reduced contribution is to be used or not. For instance, we may on the one hand require the
system contributions to be as natural and as ef�cient as possible, avoiding redundancy, and on the other
that the system be as explicit and unambiguous as possible. The former case favours system contributions
that are content reduced, whereas the latter case favours contributions that contain ground material and
are not content reduced. In the general case, the determination of whether to content reduce or not is
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a complex matter, with reasoning involving not only the proto-content and its information structure, but
also a potentially large and complex context, including thedialogue history and various factors outside of
the dialogue. For the system to produce a contribution at a given point in the dialogue, con�icts among
constraints must be resolved.
Optimality Theory (OT) is centered precisely on the interaction of con�icting constraints. For this reason,
we will use OT below to formulate constraints and to determine their interaction, both for content reduction
and, later, media allocation, as OT provides a valuable framework for constraints. We want to emphasise
that OT is here used as a theoretical device, only for expository purposes. We have not attempted an
implementation of OT. For a discussion of dif�culties involved in implementing OT directly, and for a
motivation of using GODIS-internal mechanisms for the implementation instead, see[18].

2.3.1 Optimality Theory2

OT grew out of phonology, with [39], originally 1993, as the seminal work drawing together and extending
existing research on the role of constraints in phonological theory. Since then, the theory has expanded
into syntax (e.g., [23]), as well as semantics and pragmatics (e.g., [25], [10], [47], [14], [6], [11]). OT is
based on the idea of a number of simple violable constraints that are ranked in a particular way in relation
to each other, the ranking giving an optimal output among a set of several possible outputs.
OT can be characterised in terms of four components: Input, Gen, Con, and Eval.Genis a function that
generates a set of candidate outputs for a givenInput. Conis the set of soft, or violable, constraints. The
constraints are ordered by a strict ranking relation, notated by �̀ ', where C̀onstraint1� Constraint2'
is read asConstraint1is (strictly) higher ranked thanConstraint2. Evaluationof a candidate set is the
assessment of the candidates to �nd the one that best satis�es the constraints. A candidateCand1is more
optimal than a candidateCand2, if on the highest ranked constraintCons1for which the two candidates
differ, Cand1has strictly fewer violations ofCons1than doesCand2. No number of violations of lower
constraints byCand1can change this. It is only the optimal candidate that is considered grammatical – all
other candidates are ungrammatical.
OT rankings and evaluations are presented with the help of constraint tableaux. As an illustration, consider
an example from [16]. The analysis concerns the interpretation of stressed pronouns, and de Hoop makes
use of two constraints:

(3) (CT) CONTINUING TOPIC: A pronoun is interpreted as a continuing topic

(4) (CS) CONTRASTIVE STRESS: Stress on a pronoun indicates a rhetorical relation of Contrast

The following is an OT tableau for one of de Hoop's examples:

(5)

Paul called Jim a Republican. CONTRASTIVE CONTINUING

Then HE insulted HIM. STRESS TOPIC

a. HE=Paul, HIM=Jim *! *
+ b. HE=Jim, HIM=Paul **

The input is represented in the top left-hand corner, and is atwo-sentence discourse where stressed pro-
nouns are indicated by capital letters. The candidate outputs are listed in the same column, below the

2This has also been reported as [18].
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input, one candidate per line. In OT tableaux the highest ranked constraint is leftmost, meaning that the
constraint ranking in (5) is:

(6) CONTRASTIVE STRESS� CONTINUING TOPIC

Violations are marked by asterisks, one asterisk for each time the candidate violates the constraint, and
blank cells indicate that the constraint is satis�ed. Constraints are vacuously satis�ed if they are not
applicable to a particular candidate.
In (5) candidate (a) involves the identi�cation of HE with Paul and HIM with Jim. On the assumption that
the topic in the �rst sentence in the discourse is Paul, and HEthe topic in the second sentence, equating HE
with Paul satis�es theCONTINUING TOPIC constraint. Identifying HIM with Jim, however, is a violation
of CONTINUING TOPICsince HIM is a pronoun but not a topic in the sentence. Thus candidate (a) has one
violation of CONTINUING TOPIC. This candidate also violatesCONTRASTIVE STRESS, since the proposed
reading does not involve Contrast.
Candidate (b) is the equation of HE with Jim and HIM with Paul.This candidate satis�esCONTRASTIVE

STRESSsince it does give Contrast: in the �rst sentence Paul is taken to insult Jim, and in the second
sentence Jim insults Paul. This candidate violatesCONTINUING TOPIC twice, as Jim is the topic of the
second sentence but not of the �rst, and Paul is not the topic of the second sentence but he is the topic in
the �rst sentence.
As is clear from this discussion, both candidates violate some constraint. The highest ranked constraint
for which candidates (a) and (b) differ isCONTRASTIVE STRESS. As candidate (a) has one violation of
this constraint and (b) has none, and there are only two candidates here, candidate (b) is the optimal one.
This is indicated by the pointing hand. An exclamation mark can be used to indicate a fatal violation,
which is the violation that makes a candidate lose out to the optimal one. Candidate (a)'s violation of
CONTRASTIVE STRESSis fatal in this way. Constraints that do not affect the outcome for a particular
example are sometimes marked by shaded cells. In (5) the cellfor CONTINUING TOPIC is shaded for both
candidates.

2.3.2 Constraints concerning content reduction

Having introduced the basics of OT, we now turn to constraints that concern content reduction. Findings
concerning human-human dialogue are taken from the corpus study by [18].

REDUCE CONTENT

In human-human dialogue, content reduced contributions are very frequent. Indeed they can be seen as
the default kind of contribution when a base is contextuallyavailable. Examples (7) and (8) are both
illustrations of this:

(7) A: When do you want to have your ticket issued?3

B: Sometime this week

3The dialogue extract is taken from SRI's Amex Travel Agent Data, tape 16 call 5.
http://www.ai.sri.com/� communic/amex/amex.html
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(8) A: How far above the granite quarry should I go?4

B: About half a centimetre

In both (7) and (8)B's contribution is content reduced and consists of only the focus. No ground is
realised since the base is contextually available through the question under discussion which is realised in
the immediately preceding turn,A's question. That is, in this context there is no need forB in (7) to utter
the whole of “I want to have my ticket issued sometime this week”, nor for B in (8) to utter “You should
go about half a centimetre above the granite quarry”.
Examples like these – a question followed by a content-reduced answer – can be seen as the prototypical
case of content reduction in spontaneous spoken dialogue, through being very frequent in all the different
domains we have looked at. If ground material is present in human-human dialogue, this material is
typically there for a particular reason (we will discuss this in relation to a number of different constraints
below), overriding the default of using a content reduced contribution.
A system aspiring at human-like behaviour may therefore include a constraintREDUCE CONTENT. If
this constraint is outranked by other constraints requiring the presence of ground material in the contextu-
alised content, and these constraints apply in speci�c circumstances, the system will still give non-reduced
contributions when appropriate.REDUCE CONTENTcan be formulated as in (9).

(9) (RC) REDUCE CONTENT: The contextualised content is reduced

Remember that just as for all constraints to be discussed here, REDUCE CONTENTis aviolableconstraint.
Its inclusion does not necessarily mean that the contribution will be content reduced – the effect of the
constraint depends on how it is ranked in relation to other constraints.

REPEAT FOCUS-GROUND

In human-human dialogue there is evidence that when a speaker repeats a contribution, e.g., as a result
of the other dialogue participant indicating problems withunderstanding in some way, the speaker may
include more material in the repeated contribution than previously. For instance, if the speaker had given
a content-reduced contribution consisting of only the focus, the repeated contribution may also contain
some ground material. A human-computer analogue of this would be that whenever the user has asked the
system to repeat a contribution – in GODIS terms this would mean the user's just having made a repeat
move – the system should respond using a full ground and focus, irrespective of whether the �rst instance
of the contribution was content reduced or not. This is theREPEAT FOCUS-GROUND constraint in (10).

(10) (REP F-G) REPEAT FOCUS-GROUND: Ground is part of the contextualised content following
a user repeat move

SPEECHINPUT FOCUS-GROUND

Another way in which a dialogue system may take (mis)understanding into account, is through the recog-
nition score for the user input. If this score is high, that is, if the system can be con�dent of having heard,
and presumably understood, the user correctly, a content-reduced contribution realising only the focus

4The dialogue extract is taken from the HCRC Map Task Corpus, dialogue q7nc3.
http://www.hcrc.ed.ac.uk/maptask/
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can be produced (subject to other constraints). If the speech recognition score is below a certain value,
which needs to be determined empirically for different applications and environments, the system may
instead produce a non-content-reduced contribution containing both the focus and a full ground. Such a
contribution can be seen as an implicit request for con�rmation by the user, in that the user may address
and correct what the system perceived as the ground, if this turns out to be incorrect. This was a strategy
adopted already by Philips for their train information system in the 1990s, although not discussed in terms
of information structure [5].
A constructed dialogue example illustrating the issue is the following:

(11) U1: What day is the conference?

< recognition score forU1: high>

S1: The �fth of May

U2: Okay

The recognition score for the user utterance inU1 is high, and the system is con�dent of having heard
and understood correctly. In this case the system produces acontent-reduced answer inS1. The answer
is here given as speech, but could instead or additionally berealised using the graphical interface with a
particular day in the calendar being highlighted.
When the recognition score is lower, the system can include ground material:

(12) U1: What day is the conference?

< recognition score forU1: intermediate>

S1: The conference isthe �fth of May

U2: Okay

U20: No, I asked about the dentist

The inclusion of ground material in (12) enables the user to correct the system, should this be needed.
If the speech recognition score is even lower, the system instead embarks on a more explicit request for
con�rmation using the various grounding strategies in GODIS.
The constraint in question can be formulated as in (13):

(13) (SP F-G) SPEECHINPUT FOCUS-GROUND: Ground is part of the contextualised content when
the speech recognition score is below a certain value

COGNITIVE LOAD

AgendaTalk is developed as an in-home application. However, to enable further comparison with the
SAMMIE system in this deliverable, constraints concerning cognitive load, as discussed in relation to
SAMMIE (see Chapter 3), are here brie�y considered. In relation to GODIS we here only consider cases
when the cognitive load for the driving task is high, meaningthat a task that the user is performing that
does not involve the dialogue system requires a great deal ofher attention.
We include two constraints for cognitive load that con�ict with each other. These can be given as (14) and
(15):

Version: January 9, 2007 (Final) Distribution: Public



IST-507802 TALK D3.2 January 9, 2007 Page 15/94

(14) (CL-NG) COGNITIVE LOAD – NO GROUND: No ground is included in the contextualised
content when user cognitive load is high

(15) (CL-G) COGNITIVE LOAD – GROUND: Ground is included in the contextualised content when
user cognitive load is high

The constraintCOGNITIVE LOAD – NO GROUND favours system contributions that are content reduced
in that they consist of only the focus. The motivation for this constraint is that while the user is to a
great extent occupied with something other that the dialogue system, the system should produce as little
as possible so as to put as little extra strain on the user as possible.
The con�icting constraintCOGNITIVE LOAD – GROUND involves the opposite strategy: a full focus-
ground contribution is favoured. The motivation here is that the inclusion of ground material may facilitate
the user's detection and processing of the focus, by providing in some sense redundant material that helps
point the user in the right direction.

SYSTEM DEFAULT

The system can be set to have a certain default behaviour withregard to content reduction, either that
the default is to content reduce whenever possible, or neverto content reduce. The �rst case may be
expressed as aSYSTEM DEFAULT - REDUCE constraint, and the second case as aSYSTEM DEFAULT -
DO NOT REDUCEconstraint. TheSYSTEM DEFAULT - REDUCE constraint actually coincides with the
REDUCE CONTENTconstraint above, and is therefore strictly speaking redundant. A general formulation
of system default behaviour is as in (16):

(16) (SD(CR)) SYSTEM DEFAULT (CONTENT REDUCTION): System behaviour w.r.t content re-
duction follows system default settings

USER PREFERENCE

In analogy withSYSTEM DEFAULT (CONTENT REDUCTION), a system may also allow the user to have
her own preferences regarding the content reduction behaviour of the system, in terms of whether content
reduced contributions are generally preferred or not. The constraint is given in (17).

(17) (UP(CR)) USER PREFERENCE(CONTENT REDUCTION): System behaviour w.r.t content re-
duction follows user preferences

LIGHT GROUND

A constraint that is left to future investigation, that is, not part of the current implementation, isLIGHT

GROUND. This constraint states that a light ground is included in the contextualised content, where a light
ground is a ground that contains little semantic and phonological material. A dialogue example is the
following, taken from a corpus collected as part of the TALK project:

(18) A: När är den ifr	an?

Eng.When is it from?

B: Denär fr 	an '83
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Eng. It's from '83

The corpus was collected to give data about human-human dialogue for controlling an mp3 player. In the
dialogues, personB is the one handling the mp3 player, with access to information about songs, artists,
albums, etc.A andB are sitting with their backs to each other, communicating only through speech.A
requests various actions and pieces of information, andB responds to this.
In example (18)A wants to play a song from a certain band, and has been given thename of an album by
that band. As can be seen from the dialogue extract,A then asks when the album is from. The ground in
B's utterance, corresponding to “it's from”, is a light ground. It contains a pronoun, which in itself carries
very little semantic information, and the whole ground is quite brief.
Light grounds are fairly common in the mp3 corpus, in particular in contexts where the ground is iden-
tical with the base, as in example (18). Based on the mp3 corpus it may seem that light grounds are
optional, occurring interchangeably with content reducedcontributions consisting of only the focus. Such
a possibility is explored by [19].
As anaphora has recently been incorporated in AgendaTalk from an interpretation perspective, the hope is
that only minor modi�cations are needed for the inclusion ofanaphora also from a generation perspective,
as would be needed for the generation of light grounds. However, such modi�cations have been considered
as outside the scope of present considerations, and theLIGHT GROUND constraint is therefore left to future
work.

2.4 Media Allocation

As discussed above, contributions that cannot be fully realised in both of the available AgendaTalk output
modalities are not assigned an information structure, and are not considered for content reduction. In terms
of media allocation, such utterances are realised using speech only, as they can be fully realised using
speech, but at most partially using the GUI, and sometimes not graphically at all (without a modi�cation
of the GUI). Thus, a basic constraint on media allocation involves move type, where certain moves will
only ever be considered for a realisation using speech. For answer moves which can be fully realised
using either speech or graphics or both, a number of constraints in�uence media allocation. Just as for
constraints on content reduction above, we here formulate media allocation constraints as OT constraints.

FOCUS-GROUND ABILITY

One factor to take into account when realising a contribution is just how good a certain modality is at
conveying information structure, that is, at conveying a difference between ground and focus. If this is not
at all possible for a given modality, it is clearly pointlessto try to convey information structure using that
modality.
For the AgendaTalk application we have judged the two outputmodalities to be equally capable of convey-
ing information structure, the speech modality through theuse of intonation, and the graphical modality
through the use of different means for highlighting, such asgreen for ground and �ashing red for focus.
This means that for AgendaTalk this constraint will have no practical effect when it comes to deciding
among candidates, and the constraint is therefore only implicit in the AgendaTalk implementation. We
have, however, chosen to include it in our discussion here aswe believe it to be a useful constraint in the
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general case, for other applications and output modalities. It also explicitly shows information structure
in the media allocation process.
The constraint can be given as in (19).

(19) (F-G AB) FOCUS-GROUND ABILITY : The contribution is realised in a modality capable of
conveying information structure

INPUT MODALITIES

Output may depend on input in a number of ways. For our concerns, media allocation may follow the
“media allocation strategy” employed by the user, in the sense that the system only makes use of the
modalities that are used as system input. This is integratedin AgendaTalk as the system ceasing to use a
modality if it has not been part of user input during a certainnumber of preceding turns, and, conversely,
the system starting to use a modality if it has been employed by the user during preceding turns.
The constraint is given as (20).

(20) (IM ) INPUT MODALITIES: Media allocation follows the modality types employed by the user
in the dialogue

GUI – FOCUS-GROUND

Content reduction and media allocation are not independentof each other. This is the reason behind
including both of these processes in the same module in AgendaTalk. In the general case, whether one
wants to content reduce or not may depend on the modality in question, hence one may want different
behaviour with regard to content reduction for different output modalities. One factor involved here is
“cost”, in perhaps a fairly abstract sense. For instance, the cost of producing a spoken contribution may
be quite high if what is to be said contains a great deal of material, such as both (a non-light) ground and
focus, whereas the cost of producing a focus-ground contribution using graphics may be considerably less.
The notion of cost may here be considered both from the system's (generation) perspective, in terms of
processing power and time needed for actual production, andfrom the user's (interpretation) perspective,
in terms of amount of attention needed for the perception andunderstanding of the contribution.
Consider an example where the system is to convey that the meeting on the eleventh of October is at
twenty minutes past two in the afternoon, with the time as focus and the rest as ground, and where the
following variants are some of the possible realisations (SandS00show spoken output,S0andS000graphical
output) :

(21) S: The meeting on the eleventh of October is at twenty past two p.m.

S0: < On the day in question in the calendar, 2.20 p.m. is shown in �ashing red, and meeting
in non-�ashing green>

S00: Twenty past to p.m.

S000: < On the day in question in the calendar, 2.20 p.m. is shown in �ashing red, and meeting
in non-�ashing green>

The �rst variant in (21) is a spoken ground-focus contribution that is quite long-winded. It takes quite
a long time for the TTS to utter, and the user has to listen to a long utterance, and she also has to listen
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precisely when the utterance is being produced. In comparison, the graphical contribution inS0– which has
to be visualised here – can presumably be apprehended by the user in a shorter time and is less dependent
on which speci�c moments the user is attending to the screen,given that the contribution remains on the
screen for a while.
The two contributions inS00andS000both contain only the focus. It may be argued that the difference in
cost between the two spoken contributions is greater than the difference in cost between the two graphical
contributions.
We do not further specify and implement the notion of cost here, nor do we supply an exhaustive range of
constraints involving the interaction between content reduction and media allocation. Rather, we content
ourselves with one illustrative constraint that is useful from an AgendaTalk point of view. This constraint
enables both focus and ground to be realised using the GUI even if the speech modality realises content
reduction as determined by other constraints, and it is formulated as in (22).

(22) (GUI F-G) GUI FOCUS-GROUND: Ground is part of any contextualised content that is realised
graphically

COGNITIVE LOAD

Just as for content reduction, cognitive load may also be considered in relation to media allocation. For
a high cognitive load for the driving task, one may here imagine two possible and con�icting strategies.
One strategy is that when the cognitive load for the driving task, or some other task not to do with the
dialogue system, is high, a system contribution is realisedusing only speech. In this way the driver can
keep her eyes on the road and is not visually distracted by thesystem.
The other strategy is a completely opposing one:only graphics is realised. The motivation here is that
the dialogue system should not distract the user in any way when the cognitive load for the driving task
is high, and displaying a system response using graphics means that the user can look at the screen later,
when the cognitive load is lower and the user is ready to resume the dialogue.
The implementation of both of these constraints allows themto be empirically tested and thus contrasted
with each other in a practical setting.
The two constraints are given as in (23) and (24), respectively.

(23) (CL-NGUI) COGNITIVE LOAD – NO GRAPHICS: Realisation is through speech only when user
cognitive load is high

(24) (CL-GUI) COGNITIVE LOAD – GRAPHICS: Realisation is through graphics only when user
cognitive load is high

EYES OCCUPIED ELSEWHERE – SPEECH ONLY

Constraints on cognitive load take into account the physical context of the user, a type of context that is
merely simulated for AgendaTalk in the TALK project. Other constraints take into account other aspects of
this physical context. One such constraint is a general constraint requiring a contribution to be realised in a
modality with high detectability (see e.g., [21] and [4]). Here we regard the constraint on high detectability
as a family of constraints, distinguishing two different cases. The �rst case involves detectability then the
user's eyes are occupied elsewhere. Clearly, if the system is to communicate a message to the user in such
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circumstances, a modality with high detectability here is speech, with graphics having very little or no
detectability. The more speci�c formulation of the high detectability constraint in this kind of physical
context can therefore be formulated as in (25).

(25) (EOCC) EYES OCCUPIED ELSEWHERE– SPEECH ONLY: Realisation is through speech only
when user's eyes are occupied elsewhere

NOISY ENVIRONMENT – GRAPHICS ONLY

The second case of high detectability in relation to a speci�c con�guration of the physical context, involves
a highly noisy environment. Complementary to the eyes-occupied-elsewhere case, high detectability here
requires the system contribution to be realised using graphics and not speech.
The constraint is (26).

(26) (NENV) NOISY ENVIRONMENT – GRAPHICS ONLY: Realisation is through graphics only in a
noisy environment

SYSTEM DEFAULT

In the section on content reduction above, we formulated constraints allowing a system default behaviour
with regard to whether to content reduce or not. Similarly, we have enabled system default constraints for
media allocation, which rely on the AgendaTalk developer specifying such default values.
In the implemented system, one way in which the interdependence of content reduction and media allo-
cation can be seen is that system default values for content reduction and system default values for media
allocation are handled by a single representation, one for each modality. Using the new typeINFOAMOUNT

developed as part of, [28] the system default value for speech output is set to one of the following:

(27) Realise only the focus
Realise both focus and ground
Realise only the ground
Realise nothing at all

In the same way, the system default value for graphical output is also set to one of the values in (27). These
two variables – spoken output default and graphical output default – then handle the information needed
to determine system default values for media allocation in that they represent whether (part of) a given
contribution is to be realised in both modalities or in only one, and for the latter case in which modality.
The same two variables also allow the determination of system defaults for content reduction in that they
represent just how much is to be realised in each modality.
The constraint is the one in (28).

(28) (SD(MA )) SYSTEM DEFAULT (MEDIA ALLOCATION ): System behaviour w.r.t media alloca-
tion follows system default settings

In fact, we can con�ate theSYSTEM DEFAULT (MEDIA ALLOCATION ) andSYSTEM DEFAULT (CONTENT

REDUCTION) constraints into a single system default constraint:

(29) (SD) SYSTEM DEFAULT: System behaviour w.r.t content reduction and media allocation fol-
lows system default settings
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USER PREFERENCE

User preferences have also been enabled for both content reduction and media allocation. Just as for
system defaults, a single representation for each modalitygives user preferences concerning both content
reduction and media allocation.
The constraint on user preferences is (30).

(30) (UP(MA )) USER PREFERENCE(MEDIA ALLOCATION ): System behaviour w.r.t media alloca-
tion follows user preferences

As for system default behaviour, we can convert the two user preference constraints into a single con-
straint:

(31) (UP) USER PREFERENCE: System behaviour w.r.t. content reduction and media allocation
follows user preferences

2.5 Intonation determination

As many researchers have pointed out and investigated, information structure is one of the factors in�u-
encing the intonation of an utterance [26], [42], [43], [24]. This has also been implemented in dialogue
systems and other computational applications [38], [30], [31], [22].
Generalising quite broadly, several of these approaches make a distinction between one type of accent
associated with informative or new material – what we here call focus– and another type of accent as-
sociated with backgrounded or old material, or with the kindof material calledtopic, which we have so
far left out of our discussion here. The topic of an utterancetypically constitutes what is being talked
about. For instance, Jackendoff [26] distinguishes between an “A” accent and a “B” accent, where the A
accent is shorthand for “answer accent” and is associated with the informative part of an utterance, and
the B accent is shorthand for “background accent” and is associated with the backgrounded part of the
utterance. Jackendoff reports that both accents involve a high pitch, and that the A accent concludes with
a fall in pitch, and the B accent with a rise in pitch.
The following is one of Jackendoff's examples:

(32) C: Well, what about Fred? What did he eat?

D: Fred ate beans

In D's answer in (32), Jackendoff argues that “Fred” is associated with a B accent and “(the) beans” with
an A accent.
A more complex scheme is used by Steedman [42], [43], who makes use of two dimensions of information
structure and distinguishes both two types of pitch accentsand two kinds of intonational tunes. We will
not go into detail here, as it would take us far beyond our present considerations, but simply note that
Steedman's focus-type accent (which he calls the rheme-focus) is given as a H* accent in the framework
of [36], [37]. This is an accent that has a high pitch, and it isthus slightly different from the A accent of
Jackendoff which also includes a fall in pitch.
It should be noted that the issue of the precise relationshipbetween information structural categories
and phonological realisation is a highly complex issue, depending in no small part on which type of
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information structural categories are used and how these are de�ned. There seems to be indications that in
empirical material there is no one-to-one mapping between accents and information structural categories.
Also, even though speakers can produce a certain informational category with a certain accent, and hearers
can perceive it as such, in an experimental setting, it is notalways clear whether, or to what extent, it is
really employed by speakers in non-experimental everyday conversations.
In the AgendaTalk implementation we have chosen to concentrate on only one kind of intonational mod-
i�cation. This is version of the A accent of Jackendoff and the H* accent of Steedman, that is, an accent
associated with the focus. Every spoken contribution in AgendaTalk for which information structure has
been explicitly determined and which includes a focus, realises this accent. We have chosen to work
with SSML (Speech Synthesis Markup Language5), as this has emerged as a W3C standard. In theGen-
erate agendatalk is module – see the AgendaTalk architecture in �gure 2.2 on page 7 – any piece of
contextualised content marked as a focus is mapped to a corresponding (sub)string that is enclosed by the
SSML tag for emphasis:

(33) < emphasis level=''strong'' >< /emphasis >

The optional attributelevel is shown in (33) with the value “strong”, which is the most amount of
emphasis possible in SSML. The other values oflevel are “moderate”, “none” and “reduced”, with
“moderate” as the default if the attribute is not included inthe tag.
The mapping from contextualised content with information structure markup to a string with SSML tags
is done with the help of the lexicon resource, see [29].
Our motivation for manipulating only the focus phonologically, and no other information structural cate-
gory, is that a highly effective result can be achieved by this manipulation alone, as it clearly indicates to
the user what the system considers to be the informative partof the contribution. Secondly, the other type
of information-structure-based phonological manipulation that could be included – an accent associated
with the topic when this is part of the ground – often appears to be optional, in that the ground can be re-
alised with a fairly �at intonation. Furthermore, a topic accent of the kind used by Jackendoff or Steedman
is often, in actual conversation, used to mark or imply a contrast between topics. We have chosen not to
investigate such contrast in relation to AgendaTalk, as we have rather placed our emphasis on the choice
between whether to content reduce or not. However, the modular and extensible nature of AgendaTalk is
fully compatible with an extension that also includes contrastive topics and topic accents, should this be
desired in the future. In AgendaTalk this would require a modi�cation of the moduleInformation structure
to include also an information structural dimension involving topics. The lexicon resource would also
need to be modi�ed to include SSML tags mapping topics to an appropriate intonational realisation.
We do not investigate phonological realisation using OT constraints, as the optimal candidate would here
always be the one realising a focus using the SSML emphasis tag. Any constraint ranking is therefore
super�uous here. For an investigation of information structure and intonation in a more complex setting,
see [18].

2.6 Constraint rankings, tableaux, and dialogue examples

We have now considered the determination of information structure, the characterisation of a number of
constraints on content reduction and media allocation using OT-style constraints, and the determination of

5http://www.w3.org/TR/speech-synthesis/
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appropriate intonation. With all this in place, we now turn to the ranking of the OT constraints, and the
evaluation of candidates in relation to a ranking.
In OT, constraints are seen as universal, with the difference between languages being not the constraints
that are involved, but rather the ranking of these constraints. A particular language is thus coupled with a
particular constraint ranking. In the context of our multimodal dialogue system, a given constraint ranking
can also be seen as corresponding to a certain language variety, in that it corresponds to a certain system
behaviour with regard to content reduction and media allocation.
Rather than determining a single ranking for our constraints, which is a highly complex matter well beying
the scope of current undertakings, and perhaps not even desirable as we shall soon see, we have designed
AgendaTalk to allow a number of different rankings. This hasthe advantage of giving a highly �exible
system, where the user herself can choose the system behaviour she wants and feels comfortable with. It
also has the advantage of providing a setting for future experiments, where different constraint rankings
can be tried and evaluated for a number of users. We can here see how the use of simple, violable and
ranked OT constraints as a theoretical setting goes well with a practical implementation of a dialogue
system that requires choices to be made in relation to con�icting information, and that is required to show
a �exible behaviour.
Even though candidates can be tried in relation to any constraint ranking, we have chosen to limit our-
selves to a few different rankings, where each ranking can beseen as a strategy for system behaviour. The
particular strategies we have chosen all illustrate distinct system behaviour with respect to content reduc-
tion and media allocation, and we believe that our set of rankings is enough to illustrate the theoretical
and practical research issues involved.
We begin by de�ning the candidates involved, and then we discuss the different strategies – corresponding
to different rankings – that we have chosen for AgendaTalk. We do the latter using OT tableaux and
sample interactions with the system.

2.6.1 Candidates

In order to convey a message, the minimal thing that needs to be realised is the focus. This seems to be
an inviolable constraint – never violated by any optimal candidate – and we have therefore included it
as part ofGenrather than as part of the constraint set. This means that only candidates that minimally
include the focus in at least one modality are considered. For the AgendaTalk application, with the two
output modalities speech and GUI and four different realisations per modality (both focus and ground,
only ground, only focus, and nothing at all), this gives 42 � 4 = 12 candidates for each contribution where
an information structure consisting of both a focus and a ground has been determined. The four candidates
that are substracted are the ones that would realise no focus.
In line with what appears to be common OT practice, not all candidates are necessarily included in the
tableaux below, but we focus on the most interesting candidates. This, however, is only for convenience –
all candidates could of course be included should one wish todo so, and only suboptimal candidates have
been left out of the tableaux.
For convenience, we will refer to the candidates using the labels (a)-(l), with each candidate realising
either f(ocus only), g(round only), f(ocus)-g(round), ore (nothing) for each of the two modalities speech
and gui, in the following way:

(34) a. speech: f g. speech: fg
gui: f gui: f
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b. speech: f h. speech: fg
gui: g gui: g

c. speech: f i. speech: fg
gui: fg gui: fg

d. speech: f j. speech: fg
gui: e gui: e

e. speech: g k. speech:e
gui: f gui: f

f. speech: g l. speech:e
gui: fg gui: fg

The naming convention in (34) will remain constant for all tableaux below.
In the implemented system, no suboptimal candidate is ever actually constructed. This creates a more
ef�cient system, and is possible since we have chosen not to implement OT directly, but rather to let OT
be the theoretical exploration uncovering certain dependencies for the subsequent implementation. Thus
the GODIS implementation of (the equivalent of) OT constraints doesnot involve the testing of whether a
candidate violates the constraints or not, but rather the actual construction of the optimal candidate.

2.6.2 Ranking: perception and understanding

The �rst strategy for content reduction and media allocation that we investigate here is highly in�uenced
by empirical �ndings on content reduction in human-human dialogue (for the relevant empirical �ndings,
see the discussion of the constraints above). The ranking isthe following:

(35) REPEAT FOCUS-GROUND, SPEECHINPUT FOCUS-GROUND � SYSTEM DEFAULT � RE-
DUCE CONTENT

All constraints not shown in the ranking just above can be seen as lower ranked, and will not affect the
outcome.
The lowest ranked constraint explicitly shown in (35) isREDUCE CONTENT, giving a default behaviour
that involves content-reduced contributions, much as can be seen in human-human dialogue.SYSTEM

DEFAULT is higher ranked, meaning that system defaults regarding content reduction and media allocation
take precedence over the default reduce-content behaviour. The highest ranked constraints areREPEAT

FOCUS-GROUND andSPEECHINPUT FOCUS-GROUND, with the comma inbetween them indicating that
they are not ranked in relation to each other.
This ranking means that a content-reduced contribution will be the optimal candidate if system defaults
require no ground, if the system contribution is not to follow a user's request for repetition, and if the
speech recognition score is suf�ciently high not to requireground material. This ranking is shown in
�gure 2.4. The Input for that tableau is given in �gure 2.3, and `Input' should here be seen in the OT
sense, see section 2.3.1 above.
As can be seen in �gure 2.3, the Input consists, �rst of all, ofthe proto-content with an information
structure. Throughout the examples we use underbracing to mark focus, and leave ground unmarked.
The semantic representation of the proto-content is slightly simpli�ed for the examples given here as
compared to the actual representations used in AgendaTalk.This is to increase readability. Secondly, the
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(OT) Input :

� Proto-content with information structure:
answer(time(16;30| {z })) ^ answer(event(yoga))

– with the underbraced material “16.30” as the focus and the rest as
the ground

– The proto-content corresponds to “The yoga is at 16.30”

� System default value for speech: f

� System default value for gui: f

� Speech recognition score: high

� Contribution is being repeated: no

Figure 2.3: Input for the tableau in �gure 2.4

input consists of the current context in the form of the information state, of which we here include readable
versions of the values of relevant module interface variables. In �gure 2.3 these values thus tell us that
the current system default is to realise only the focus in both modalities, that the speech recognition score
is high enough not to require the presence of ground material, and that the system contribution is not a
repetition of a preceding contribution.
Given this Input in the form of the current context and the proto-content with information structure, the
optimal candidate is determined using the tableau in �gure 2.4.

REP F-G : SP F-G SD RC

+ a. speech: f; gui: f :
d. speech: f; gui:e : !*
k. speech:e; gui: f : !*

Figure 2.4: Tableau for the Input in �gure 2.3

The tableau in �gure 2.4 shows candidate (a), with a contextualised content realising focus in both modali-
ties but no ground, as the optimal candidate. This candidatesatis�esREDUCE CONTENTsince a candidate
realising only the focus is content reduced. It also satis�es SYSTEM DEFAULT, since the candidate realises
precisely what is required by the system default values in the Input, for both modalities. The candidate
satis�es SPEECHINPUT FOCUS-GROUND since the speech recognition score is high enough not to re-
quire ground material, and it satis�esREPEAT FOCUS-GROUND as the contribution does not follow a user
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request for repetition. In the tableau, the dotted line between the two constraintsSPEECHINPUT FOCUS-
GROUND and REPEAT FOCUS-GROUND is used to indicate that they are not ranked in relation to each
other (as was shown using the comma in example 35 above).
Candidates (d) and (k), realising focus in one modality but not in the other, are suboptimal because they
violateSYSTEM DEFAULT by not following the default value for one modality.
All remaining candidates include ground in some form. Although not shown in the tableau, all candidates
that include a ground are suboptimal in this context becausethey violate all four constraints.
The optimal candidate for this example then corresponds to the system contribution in a dialogue such as
(36):

(36) U: What time is the yoga?

S: < emphasis level=“strong”> 16.30< /emphasis>

+ < 16.30 on the relevant day shown in �ashing red>

What about the constraint ranking in example (35) in a a slightly different context, one that requires ground
in some way? Consider the Input in �gure 2.5.

(OT) Input :

� Proto-content with information structure:
as in �gure 2.3 above

� System default value for speech: f

� System default value for gui: f

� Speech recognition score: low

� Contribution is being repeated: no

Figure 2.5: Input for the tableau in �gure 2.6

The Input in this �gure is the same as in �gure 2.3, with the exception that the speech recognition score
is lower, corresponding to a situation where theSPEECHINPUT FOCUS-GROUND constraint favours a
candidate that includes ground.
The tableau for this Input is given in �gure 2.6.
The tableau in �gure 2.6 shows that candidate (a), which was the optimal candidate in the tableau in �gure
2.4, is now suboptimal because it violates the constraintSPEECHINPUT FOCUS-GROUND. This is also the
case for candidates (d) and (k), which in addition violate the SYSTEM DEFAULT constraint. Candidates (b),
(c), (e)-(j), and (l) all include ground as part of their contextualised content. This means that even though
they violateSYSTEM DEFAULT andREDUCE CONTENT, they are optimal since they satisfySPEECHINPUT

FOCUS-GROUND through the inclusion of ground material.
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REP F-G : SP F-G SD RC

a. speech: f; gui: f : !*
+ b, c, e-j, l. : * *

d. speech: f; gui:e : *! *
k. speech:e; gui: f : *! *

Figure 2.6: Tableau for the input in �gure 2.5

This means that for the current example there is not one optimal candidate, but a set of equally optimal
candidates. In OT this may be treated as optionality, or as the constraint(s) differentiating the candidate set
not having been uncovered yet. In a practical implementation such as a dialogue system, equally optimal
candidates can be treated as variations for system output, chosen randomly.
In relation to the tableau in �gure 2.6 it should be noted thatwe here treatSYSTEM DEFAULT as violable
only once by a candidate. That is, this constraint is satis�ed only if the candidate contains precisely what
is speci�ed by the system default values, and violated otherwise. Another way to treatSYSTEM DEFAULT

would be to regard the modalities separately, so that, for the current example, if a candidate has anything
other that just the focus for the speech modality, and anything other than just the focus for the graphical
modality, the candidate would violateSYSTEM DEFAULT twice – once for each modality. A candidate
such as (i), with fg for both speech and gui, violatingSYSTEM DEFAULT twice, would then be less optimal
than a candidate such as (g), which violatesSYSTEM DEFAULT only once, through fg for speech but f for
graphics. We have chosen the violate-only-once approach toSYSTEM DEFAULT since we do not regard
number of violations ofSYSTEM DEFAULT to be what actually separates candidates here. Rather, other
constraints to do with media allocation presumably play a role.
In relation to �gure 2.6 we also need to point out that forREDUCE CONTENTwe treat content reduction
as concerning all modalities taken together, so that a contribution is only content reduced if it does not
realise the ground in any modality. This makes (a), (d), and (k) satisfyREDUCE CONTENT, but all other
candidates include ground in at least one modality and therefore violate this constraint. we have chosen
this approach since, in parallel with the treatment ofSYSTEM DEFAULT above, whether one modality on
its own is content reduced when the other is not, does not seemto be a differentiating factor for the set (b),
(c), (e)-(j), and (l).
We have now considered two different contexts for the ranking in example (35), and shown how the
candidates fare in relation to these. Concluding this ranking, it can be seen from the tableaux and the
surrounding discussion that a strategy involving this ranking allows the investigation of human-like be-
haviour with respect to content reduction, in that content reduction is the default that is overridden if user
or system perception or understanding requires the presence of ground material. Media allocation follows
system default values.
As we now turn to the other rankings, we content ourselves with giving constraint rankings and discussing
these without showing explicit tableaux. It should be suf�ciently clear from the discussions how such
tableaux could be constructed.
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2.6.3 Ranking: system default

One type of strategy for the system is always to follow systemdefault values for content reduction and
media allocation. This gives a consistent, albeit non-�exible, system behaviour throughout the dialogue,
where content reduction and media allocation are determined independently of a changing dialogue con-
text. This strategy allows the AgendaTalk developer to havefull control, and determine a �xed system
behaviour. This is useful if a consistent system behaviour is desired, such as if one single strategy is to be
controlled and tested throughout a whole dialogue.
Naturally, the system default values may be set to any of the twelve combinations in example (34) on page
22.
The ranking for this strategy is the following:

(37) SYSTEM DEFAULT � < all other constraints>

This ranking says thatSYSTEM DEFAULT is higher ranked than all the other constraints on content reduc-
tion and media allocation. Irrespectively of how these other constraints are ranked among themselves, and
given that the system default values are always among the twelve candidates (and this is indeed the case),
the optimal candidate will always be the one that precisely satis�es SYSTEM DEFAULT, that is, the one
that adheres to the system default values.

2.6.4 Ranking: user preference

In analogy with the system default strategy just introduced, one may want user preferences always to
determine system behaviour when it comes to content reduction and media allocation. This then means
that the user will always be the person in control, and will becompletely free to determine the type of
system behaviour she wishes.
The ranking is the one in (38):

(38) USER PREFERENCE� < all other constraints>

Just as for the system default strategy above, this strategymeans that irrespectively of how the other
constraints are ranked, the optimal candidate will always be the one among the twelve possibilities that
precisely satis�es the user preference values for content reduction and media allocation.

2.6.5 Ranking: cognitive load

When discussing constraints on cognitive load above, we noted two areas with directly opposing con-
straints when the cognitive load for some system-external task such as driving is high. One area concerns
whether to include ground or not, and the other whether to usejust speech or just graphics.
In terms of constraint rankings, we may consider four different strategies here. The �rst two concern
ground:

(39) COGNITIVE LOAD – NO GROUND � SYSTEM DEFAULT � COGNITIVE LOAD – GROUND

(40) COGNITIVE LOAD – GROUND � SYSTEM DEFAULT � COGNITIVE LOAD – NO GROUND

Version: January 9, 2007 (Final) Distribution: Public



IST-507802 TALK D3.2 January 9, 2007 Page 28/94

The ranking in (39) shows a strategy whereby no ground will beincluded when the cognitive load for a
system-external task is high. If the cognitive load is low, theCOGNITIVE LOAD – NO GROUNDconstraint
does not apply, and system default values will be followed. As COGNITIVE LOAD – GROUND is ranked
below bothCOGNITIVE LOAD – NO GROUNDandSYSTEM DEFAULT, COGNITIVE LOAD – GROUND will
here never be the one that determines the optimal candidate,in the sense that no optimal candidate will
ever satisfyCOGNITIVE LOAD – GROUND and violate the other two.
The ranking in (40) gives precisely the opposite behaviour,with ground included whenever the cognitive
load for a system-external task is high. If the cognitive load is low, system default values will be followed.
The next two strategies concern the choice of modality, and the rankings involved are the following two:

(41) COGNITIVE LOAD – NO GRAPHICS� SYSTEM DEFAULT � COGNITIVE LOAD – GRAPHICS

(42) COGNITIVE LOAD – GRAPHICS� SYSTEM DEFAULT � COGNITIVE LOAD – NO GRAPHICS

The ranking in (41) makes no graphics be used for system output when the cognitive load is high, with
system default values being followed for just how much material is to be realised in the speech modality.
When the cognitive load is low, system default values are followed for both modalities.
Conversely, the ranking in (42) makes only graphics and no speech be used when the cognitive load is
high, again with system default values being followed for how much material is to be realised graphically.
System default values are followed when the cognitive load is low.
For all four rankings (39)-(42), all other constraints can be seen as lower ranked than the constraints
explicitly shown here. For the two rankings in (39) and (40) this notably means thatCOGNITIVE LOAD

– NO GRAPHICSand COGNITIVE LOAD – GRAPHICS are also part of the ranking, so that both content
reduction and medial allocation are handled. Similarly, for (41) and (42) the two constraintsCOGNITIVE

LOAD – NO GROUNDandCOGNITIVE LOAD – GROUND are also part of the ranking.
The provision of all four rankings in (39)-(42) makes it possible to choose among and experiment with
them in various dialogue settings, as we have already arguedin a general way for the different rankings.

2.6.6 Ranking: input modalities

The effect of adapting system output behaviour to the user'sbehaviour when it comes to media allocation
is captured by the following constraint ranking (given thatall other constraints are lower ranked):

(43) INPUT MODALITIES � SYSTEM DEFAULT

This strategy then involves adapting the modalities used bythe system to those used by the user for her
input. We have chosen to make use of a few previous user turns,rather than just a single one, so that the
system will only “lose” an output modality if it has not been employed for some time. This means that at
the start of the dialogue, before the user has produced a suf�cient amount of contributions, system default
values will be followed, as given by the ranking in (43). System default values will also be followed for
content reductionthroughout the dialogue, withINPUT MODALITIES only applying to media allocation.
One may also imagine that system content reduction behaviour can adapt to the user's use of content re-
duction, so that a content-reduced user contribution is followed by a content-reduced system contribution,
and similarly for non-content-reduced contributions. Theinclusion of such a constraint would require the
information of whether a user contribution was given in a content reduced form or not. Such information
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could be included in the dialogue history in the informationstate, coupled with domain knowledge about
what is a content reduced contribution and not.
We have currently not included this information in the information state, and have therefore no way of
implementing this type of adaptation to the user's behaviour. We believe, however, that it is fully possible
to include this in the future should we �nd it useful.

2.6.7 Ranking: comprehensive

The �nal strategy that we investigate here is an extension ofthe perception and understanding strategy in
section 2.6.2, focusing both on a treatment of content reduction in the manner of human-human interac-
tion, and on remaining constraints on media allocation thatwe have not considered so far in any of the
rankings. It shows how content reduction and media allocation interact in a number of interesting ways
The strategy in question comes from the following ranking:

(44) REPEAT FOCUS-GROUND, SPEECHINPUT FOCUS-GROUND, GUI FOCUS-GROUND � EYES

OCCUPIED ELSEWHERE– SPEECH ONLY, NOISY ENVIRONMENT – GRAPHICS ONLY �
SYSTEM DEFAULT � REDUCE CONTENT

Just as for the perception and understanding strategy, the default behaviour for content reduction is to
reduce content, as is shown byREDUCE CONTENTbeing the lowest ranked constraint. The default be-
haviour for media allocation is given by system default values, and these values may also override the
requirement to reduce content, asSYSTEM DEFAULT is ranked higher thanREDUCE CONTENT.
System default values are in turn outranked by bothEYES OCCUPIED ELSEWHERE– SPEECH ONLYand
NOISY ENVIRONMENT – GRAPHICS ONLY, meaning that media allocation is not �xed throughout the
dialogue, but varies with the physical context of the user. These two constraints concerned with visibility
and audibility are not ranked in relation to each other, re�ecting that a contribution realised using only
speech and one realised using only graphics are equally (sub)optimal in a context where both visibility
and audibility are poor.
The highest ranked constraints in (44) concern the inclusion of ground material. All three constraints
apply only in speci�c circumstances, and unless these circumstances apply, the contribution may still be
realised as a content reduced one, including no ground. As the constraints apply in different circumstances
their ranking relative to each other cannot be determined, and they are therefore ranked equally.
The speci�c circumstances required for the top three constraints mean that a contribution will include
ground is the system is repeating its contribution at the request of the user, or if the speech recognition
score is not suf�ciently high to license a content reduced contribution, or, �nally, if at least some material
is to be realised graphically.
This strategy then explores a number of different factors for content reduction and media allocation, and
it is interesting to note how they are interleaved in a singleconstraint ranking, affecting each other in
different ways depending on the context.
This concludes our characterisation of different constraint rankings, corresponding to different kinds of
system behaviour. We have chosen to focus – theoretically and implementationally – on a few strategies
for ranking the constraints, that is, on a subset of all the possibilities that exist for ranking the constraints
in relation to each other. We have done so as a way of illustrating the approach taken here of providing
a �exible system behaviour that can be explored in a number ofdifferent ways. We have also done so
to highlight some of the main issues involved in the constraints at hand. Another approach would be
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to allow constraints to be ranked in any order in the implemented application, allowing the exploration
of all possible constraint rankings not only from a theoretical point of view but also from a practical
implementation point of view. This may be an interesting implementational task to be undertaken in
future work.

2.7 The Planning Library

The planning library contains the three modulesInformation structure, Multimodal �ssion , and Gener-
ate agendatalk is. This section gives further speci�cations and implementational details of these modules.

2.7.1 information structure.pl

Module: Information structure
Reads from:next moves
Writes to:next moves is
Short description: Determines the information structure of the proto-content of the next contribution to be
made, based on the dialogue history and QUD

The Information structure module reads the module interface variable (MIV)next moves, which contains
the moves and their contents that are to be generated next. The move contents correspond to the proto-
content, and have been determined by theSelect module. If any of the moves are of a type for which
the determination of their information structure is relevant (see the discussion in section 2.2 above), their
information structure is determined using the dialogue history and QUD. The result is written to the MIV
next moves is. If no move in the contribution is of a type for which information structure determination
is relevant, meaning that the contribution is implicitly treated as an all-focus one, nothing is written to
next moves is. The MIV next moves is not cleared by this module.

2.7.2 multimodal �ssion.pl

Module: Multimodal �ssion
Reads from:next moves, next moves is
Writes to:next moves speech, next moves gui
Short description: Determines the contextualised contentof the next system contribution, w.r.t. content
reduction and media allocation

TheMultimodal �ssion module reads from the MIVnext moves is if an explicit information structure has
been determined for the next contribution. Media allocation then determines in which modality – speech
or GUI – different information structural categories are tobe realised for a given content and information
state. Content reduction and media allocation are intertwined subtasks, handled by the same mechanisms
and based on information structure. The module implements the different strategies, that is, the different
constraint rankings, that are discussed in 2.6.
The pieces of content to be realised using speech are writtento the MIV next moves speech, and the
pieces of content to be realised using the GUI are written tonext moves gui.
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If no explicit information structure has been determined, that is, ifnext moves is is empty, the moves and
their contents innext moves are written tonext moves speech, as these will be realised entirely using
speech (see discussion in section 2.2).
The module clears the MIVnext moves is.

2.7.3 generateagendatalk is.pl

Module: Generate agendatalk is
Reads from:next moves speech, next moves gui
Writes to:output
Also communicates with: the Borg calendar device
Short description: Determines the lexical realisation of spoken output and the graphical realisation of
graphical output

The Generate agendatalk is module reads what is to be realised in the speech modality from the MIV
next moves speech. This is converted to a string with the help of the lexicon resource. Move contents
which have not been given any information structure, i.e., which are treated as all-focus with a default
intonation, are mapped to output realisations using standard parts of the lexicon. System contributions
for which information structure has been determined, and for which some part of the contribution is to be
realised using speech, are mapped to an output string using the lexicon extension described in [29] and
also referred to in section 2.5 above on intonation determination. That is, such contributions are mapped
to a string that includes suitable SSML tags for a modi�ed intonation.
The resulting string, with or without a modi�cation of default intonation as appropriate, is written to the
MIV output. This MIV is later read by theOutput module, which handles the actual production using a
text-to-speech synthesiser.
If next moves speech is empty, the system will be silent during that turn, realising nothing using speech,
but possibly something using graphics.
The Generate agendatalk is module also reads what is to be realised in the graphical modality, and this
from the MIV next moves gui. The module communicates directly with the device, indicating what is
to be realised graphically and how. As a �xed strategy we havechosen to implement any focus that is
to realised, as to be realised using �ashing red, with the intention to catch the user's eyes and convey
newsworthiness, that is, informativeness. We have also chosen to mark ground material using (non-
�ashing) green, with green as a backgrounded “non-attention-seeking” colour. These colours may of
course be changed should one wish to do so, and are merely intended to show one way in which focus and
ground may be differentiated graphically.
The module clears the MIVsnext moves speech andnext moves gui.

2.8 Conclusion

The overall research question addressed in this chapter is how, and to what extent, information structure
can be used for content reduction and media allocation. Moreconcretely, this issue has been explored in
relation to the GODIS application AgendaTalk.
Based on our theoretical discussions and our implementation in the AgendaTalk application, we want to
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argue that information structure can indeed, and fruitfully, be used for both content reduction and media
allocation, and also for intonation determination. In thischapter, with the introduction of relevant infor-
mation structural categories and with the use of OptimalityTheory (OT) to discuss constraint con�icts, a
number of constraints have been determined for content reduction and media allocation. The chapter has
also given the plan library for GODIS, with the three modulesInformation structure, Multimodal �ssion ,
andGenerate agendatalk is, which together implement content reduction and media allocation, as well
as intonation determination. The implementation notably allows a �exible approach to content reduction
and media allocation, where AgendaTalk can be run with a number of different strategies. This is due not
only to the use of information structure, but also to our investigation of the issues involved using OT, and
an OT-inspired (albeit not strictly OT) implementation.
Following this summary of the chapter, we will now make concluding remarks concerning �ve issues:
the interdependence of content reduction and media allocation, the information-structure based approach,
current state-of-the-art, the ISU approach, and the implementation of research in the showcase system.

The interdependence of content reduction and media allocation An interesting outcome of the
theoretical and implementational exploration of media allocation and content reduction in AgendaTalk is
that these two processes are not independent, but rather interleaved in different interesting ways. This can
for instance be seen in the representations of system default values and user preference values, where a
single representation for a modality gives both content reduction and media allocation behaviour. It can
also be seen in some of the constraints we have discussed, such asGUI FOCUS-GROUND, which directly
refer to both content reduction and media allocation. It can�nally also be seen in the different constraint
rankings, where constraints on content reduction are not separated from constraints on media allocation
– which would be the case if one set were at the top of the ranking and the other set at the bottom of the
ranking – but the constraints are rather mixed in different ways. This all means that it is impractical and
unmotivated to treat content reduction and media allocation as separate processes, one after the other, and
both have therefore been included in a single module in AgendaTalk.

The information-structure based approach A clear advantage of an information-structure based
approach is that content reduction, media allocation, and intonation determination all reason using the
same underlying representations, which gives a uniform treatment. In this regard it should also be pointed
out that AgendaTalk is a multilingual dialogue system, and that the same uniform information structural
treatment is used for different languages. More speci�cally, the modular nature of GODIS and Agen-
daTalk means that the three modules in the plan library –Information structure, Multimodal �ssion , and
Generate agendatalk is – are all the same irrespective of whether AgendaTalk communicates in English
or in Swedish. The only difference is in the lexicon resourceused, where move contents with or without
information structure mark-up are mapped to language-speci�c strings.
Given the advantages of an information-structure based approach, it should also be pointed out that in
the general case, information structure alone cannot handle all cases of media allocation, that is, media
allocation may need to be performed on the basis of representations other than information structure. For
instance, we have included no constraint concerning modality differences in the ability to handle large
amounts of data, such as that a long list may preferably be presented using graphics rather than speech.
This is because the determination of what is to be realised here does not concern information structure –
at least not in our sense of the term. That is, it is not a matterof determining what type of information
(ground or focus) should be realised in this or that modality, but rather how large an amount of information
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should be realised in a modality, which in the case of long lists and the like is an issue independent of
focus-ground structure.
To handle cases such as large amounts of data the informationstructure approach would need to be sup-
plemented by other ingredients. Such ingredients are investigated by the other systems in this deliverable.

Advantages over current state-of-the-art In relation to current state-of-the-art systems, the re-
search and the showcase system presented in the present chapter give a novel information-structure based
and OT-in�uenced approach that enables the system to be run with a number of different strategies for
content reduction and media allocation. These strategies can be tested empirically to determine if one is
to be preferred over the other, and they also allow a user to choose the strategy that she herself prefers.
This gives a �exible and adaptive system.
A very general advantage over current commercial systems, an advantage that the AgendaTalk application
shares with the other systems implementing advanced multimodal system output in this deliverable, is that
a coherent and rich approach to multimodal presentation is taken, using a number of different contextual
factors for multimodal turn planning. This creates systemswith a potentially natural and friendly inter-
action, far more �exible than a system with a rigid system always following the same strategy for system
output, such as always to present everything in all available modalities.
A further advantage over current state-of-the-art systemsspeci�c to the AgendaTalk work presented here,
is that the use of theories of information structure has enabled all of content reduction, media allocation,
and intonation to be treated uniformly within the same system. From a developer's point of view this
gives a uniform and transparent environment to work in, and from a user's point of view this gives a
comprehensive and coherent system.

Advantages of the ISU approach The information state update (ISU) approach to dialogue mod-
elling used throughout this deliverable has provided a number of advantages for the AgendaTalk work
presented here. A notable advantage is the modular architecture that comes with the ISU approach. The
present chapter has shown how this modularity has enabled the AgendaTalk application to be extended
with advanced control of system output, without changing the previous functionality of the system. The
information state has been extended, with all previous information still in place, and the majority of
the pre-existing modules and resources have needed no modi�cation in any way. This means that the
pre-existing update rules and control mechanisms have beenleft as they are, greatly facilitating the de-
velopment of other parts of the application. A testimony to the advantage of the modularity of the ISU
approach is also that the AgendaTalk can now be run either using advanced control of system output, or
without this. In the latter case the system functions precisely as it did before the extensions presented in
the current chapter.
The modular ISU approach also has an advantage to future workinvolving advanced control of multimodal
output, in that this modularity enables rapid prototyping.For instance, AgendaTalk can be extended with
a new language, such as German or Spanish, or even some non-Indo-European language such as Finnish,
and the modules for information structure determination, multimodal �ssion, and generation, can remain
as they are. In the same way, the advanced multimodal turn-planning presented here can be used with a
GODIS application in another domain, and again much of the existing architecture can simply be reused
as it is. Rapid prototyping in relation to GODIS is also discussed in [20].
An advantage of the ISU approach that we have already brie�y mentioned but that deserves a bit more
attention, is the use of an information state as a central repository of information in a dialogue system.

Version: January 9, 2007 (Final) Distribution: Public



IST-507802 TALK D3.2 January 9, 2007 Page 34/94

Such a repository of information makes it highly straightforward to add new informational components
needed, such as for advanced multimodal output, to the pieces of information that need to be kept track of
by the system.
As a �nal point on the ISU approach, it is also an attractive approach from a theoretical point of view. Of
particular relevance to the work presented here, the information state gives a precise and highly structured
representation of the context which is needed for a theory ofinformation structure. The implementation of
the context for information structure determination in this way also feeds back into the theory, in that the
implementation gives a very precise view of just what aspects of the context need to be taken into account
by the theory.

Implementation of the research in the showcaseAll the research presented in the current chapter
has been implemented in the showcased AgendaTalk application.6 Notably, the determination of informa-
tion structure using the notions of focus and ground, and using a theory of just what parts of the context
play a role for information structure determination, has been implemented as theInformation structure
module. All constraints on content reduction and media allocation have been implemented in theMulti-
modal �ssion module, allowing the different constraint rankings that have been discussed. Finally, intona-
tion determination has been implemented as part of the module Generate agendatalk is, which makes use
of the lexicon resource developed as part of [29]. The information state has also been extended, building
on work in [28].

6Any exceptions were noted and motivated in the chapter, suchas theLIGHT GROUND constraint.
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Chapter 3

Multimodal Turn-Planning in S AMMIE

This chapter describes an ontology-driven multimodal presentation planning approach realised in the
SAMMIE system. We explain in detail, how we are using ontologies as aspeci�cation of the general
concept of information structure in order to address the research question how to de�ne well-formed con-
cepts for content selection and media allocation in order tocreate more abstract generic libraries for turn
planning. More concrete, we conceptualized and implemented methods for more domain-independent
presentation planning strategies for the area of information seeking dialogues. Note, that some of the
concepts that were realised are based on �ndings we receivedfrom two Wizard of Oz experiments that we
conducted during the current project, and which are described in more detail in [27].
The chapter starts with an overview on how multimodal presentation planning �ts into the SAMMIE sys-
tem. Section 3.2 gives an introduction on the theoretical and practical parts of the underlying ontology-
based planning approach. Content selection, in particularcontent reduction and content augmentation is
then discussed in section 3.3, basic �ndings and actual realisations on media allocation in section 3.4.
Section 3.5 then provides an insight into the work�ow of the Turn Planner component we implemented.
Section 3.6 illustrated two out of a couple of different types of context adaption the system can perform in
more detail, Section 3.7 gives an overview on the implemented planning library and section 3.8 concludes
this chapter.
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3.1 Architectural Overview

In a multimodal dialogue system, the presentation planningcomponent is responsible for realising the
planned system response, determined by the dialogue manager, through multimodal output in an appro-
priate combination of the available output channels. This task, which we also refer to as multimodal
�ssion, comprises of the selection and structuring of whichand how information need to be presented, the
decision, which information should be presented by which ofthe available modalities and the coordination
of presenting this information over the appropriate modalities.
In the SAMMIE dialogue system the �ssion task is realised by two modules - the Turn Plannerand the
Output Manager, whereas user- and modality-speci�c information which might be necessary for presenta-
tion planning can be obtained by the system'sExtended Information State(EIS). The EIS is hosted by two
different modules. One of those, which we namedPastis, is designed to provide and store user-, modality-
and also discourse-speci�c information. External modulescan communicate with Pastis in order to store
their output structures or request information concerningthe current or previous turn(s). The other part of
the EIS is provided by the dialogue management component andrepresents the CPS1 state of the system.
The CPS state is part of the user's and system's common ground, and models the user's beliefs about the
current situation and the actual problem solving context.
See �gure 3.1 for an illustration of the complete SAMMIE architecture and �gure 3.2 to get an impression
of how multimodal �ssion �ts into this architecture. When the dialogue manager has �nished processing
the interpreted user input, the turn planner (TP) receives abundle of CPS-speci�c conversation acts, rep-
resenting the system's communicative intentions as the basis for planning the concretely system response.
TP then starts the planning of how to distribute given information over the available modalities, namely
speech and graphics, but also determines on which level of detail information is going to be presented. As
soon as TP has �nished processing, it sends a sorted bundle ofoutput messages, contextualized w.r.t. the
available output channels, to the output manager. The output manager then is in general responsible for
the coordination and synchronization of the eventual presentation process itself. It distributes the appro-
priate messages further to the graphics renderer and/or thegeneration manager and ensures (with the aid
of internal id/time management operations) that the rendered output will be presented in the right order
when sending it to the output presentation modules (TTS System and GUI Agent).

1CPS stands forCollaborativeProblemSolving, which is the theory of dialogue the SAMMIE Dialogue Manager
is built on. For more information about this topic, the reader is referred to [28] and [9].
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Figure 3.1: The SAMMIE system architecture

Figure 3.2: Multimodal �ssion in the SAMMIE system
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3.2 An Ontology-Based Planning Approach

One of the crucial aspects within a multimodal dialogue system is the representation of knowledge (i.e.,
processing logic). The more intuitive and the more maintainable knowledge-sources are, the easier it is
to enhance or adapt the system to new tasks. In our current work with SAMMIE as well as in previous
and ongoing projects (e.g., SmartWeb2, VirtualHuman3, COMIC4 etc.)we found that ontologies provide
an appropriate framework for representing knowledge in multimodal dialogue systems [2]. An ontology,
in general, can be viewed as a controlled vocabulary that describes objects and relations between them
in a hierarchical way. The concept of ontological knowledgerepresentation originates from the �eld of
philosophy but the development of comprehensive ontologies has also been a research issue for quite a
long time in the �eld of arti�cial intelligence. Today it is clear that it is nearly impossible to design an
ontology that is capable of modelling the entire world whilestill remaining concise.
However, in the approach that we followed with the realisation of the SAMMIE system, we focused on
a clear-cut separation between application-speci�c knowledge and generic system-speci�c knowledge
which both represent individual sub-domains organized in meta-ontologies. The general idea is that we
can re-use the dialogue-speci�c ontology and only need to adapt the application-speci�c ontology when
the system needs to be adapted to a new application. The only restriction is that all sub-ontologies need to
be consistent with an encompassing upper model.
In order to develop and use the system's processing logic forturn planning and other core tasks, we used
the production rule system PATE5 which employs Typed Feature Structures (TFS) as it's internal data
representation, whereas the type system can be automatically derived by the de�ned system ontology.
PATE is a slim, versatile and generic production rule systemimplemented in Java and developed at DFKI.
The system is easily con�gurable and its architecture is modularized to facilitate its adaption to host
applications. The production rule interpreter of PATE is based on some concepts of the ACT-R 4.0 system
[3], which is basically a toolkit for modelling human cognitive processes. Key features of PATE are
the goal-oriented application of production rules, the activation of working memory elements, and the
weighting of production rules. In processing TFS, PATE provides two operations that both integrate
data and also are suitable for condition matching in production rule systems, namely a slightly extended
version of the generaluni�cation, but also the discourse-oriented operationoverlay[1]. Furthermore PATE
provides tools to map application-speci�c ontological knowledge (RDFS/DAML+OIL type hierarchies)
to its internal TFS-based data representation. This bringsthe advantage to have a single system ontology
which is used as the underlying type system of each core module. Another important feature is the concept
of multiple inheritance provided by the type system, as it allows to de�ne different views on ontological
concepts. Consider �gure 3.3 as an illustration of a conceptSongand the different views our system
ontology provides. ASongcan be seen as aBrowsable-objectwhich allows generalization within the turn
planning library over objects a user can browse, it can be seen as aMedia-objector aProblem-solving-
object which are abstract concepts dialogue management can use forplanning and execution, or as a
Mp3-resourcewhich denotes the domain af�liation of the concept. Thereby, PATE provides an ef�cient
and elegant way to create more abstract presentation planning rules.

2For SmartWeb seehttp://www.smartweb-project.org
3For VirtualHuman seehttp://www.virtual-human.org
4For COMIC seehttp://www.hcrc.ed.ac.uk/comic
5PATE stands forA Production Rule System based on Typed Feature Structure Elements
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Figure 3.3: Example for multiple inheritance within the system ontology
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3.3 Content Selection and Structuring

In extending the ISU approach towards multimodality, thereis a need for a more complex relationship
between the propositional content determined by the dialogue manager and the content realized as output,
in order to adapt the output in various ways, according to thedialogue context, the situation, the user
and the available modalities. In our work, we distinguish between the modality-independent propositional
content planned by the dialogue manager, which we refer to asproto-content, and thecontextualized
content, which is the modality-speci�c representation of what is going to be realized across the available
modalities w.r.t. the current extended information state.
In the following, at �rst we de�ne how proto-content and contextualized content is represented. After-
wards, we describe howcontent reductionandcontent augmentationare realized for the SAMMIE system.

3.3.1 Representation of Information Structure

In the SAMMIE system framework, the information structure of the proto-content relies on theCollabora-
tive Problem Solving(CPS)-theory, speci�cally agent-based dialogue modelingas Collaborative Problem
Solving as it is de�ned by [9]. In the following this theory, the proto-content as it is determined by
CPS-based SAMMIE dialogue manager de�nes the system'scommunicative intentions, which describes in
general what a speaker wants a hearer to understand concerning verbal and nonverbal communication. In
the CPS framework communicative intentions are de�ned by a set of conversational acts, where each act
is de�ned on three different levels, namely the grounding level, the interaction level and the CPS level,
whereas the latter one holds the ontological representation of the domain-speci�c object which is currently
in the focus of conversation6.
The modelled levels are:

1. Grounding Act Level: Grounding is the process where speaker and hearer collaboratively deter-
mine the meaning of an utterance. Updates on grounding in this framework are de�ned by the
following grounding acts:

� Initiate De�nes the initial part of an interaction unit on the discourse level, a so called Dis-
course Unit (DU).

� ContinueDe�nes that the meaning of a DU is going to be expanded.

� AcknowledgeSignals understanding of the DU.

� RepairChanges some part of the DU.

� Request-RepairA request that the other agent repair the DU.

� Request-AcknowledgeAn explicit request for an acknowledgment.

� CancelDeclares the DU as 'dead' and ungrounded.

2. Interaction Act Level: An Interaction act (IntAct) models an action on the utterance level with
which we are basically modelling dialogue as negotiation about changes in the CPS speci�c part
of theExtended Information State. The IntActs arebegin, continue, completeandreject. An agent

6For a detailed description on how collaborative problem solving takes place in the SAMMIE setup the reader is
referred to [28].
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beginning a new CPS act proposal performs a begin. For successful generation of the CPS act, the
proposal is possibly passed back and forth between the agents, being revised with continues, until
both agents �nally agree on it, which is signi�ed by an agent not adding any new information to the
proposal but simply accepting it with a complete. This generates the proposed CPS act resulting in
a change to the CPS state. At any point in this exchange, either agent can perform a reject, which
causes the proposed CPS act and thus the proposed change to the CPS state to fail.

3. CPS Act Level: On the argumentational level we use CPS acts which de�ne changes on the CPS
state collaboratively performed by the user and the system.There are two broad categories of
CPS acts, those used in reasoning and those used for commitment. Within these categories several
families of CPS act types are described7:

Reasoning Act Families

� C-focus:Used to focus problem solving on a particularobject.

� C-defocus:Removes the focus on a particularobject.

� C-identify: Used to identify anobjectas a possible option in a certain context.

Commitment Act Families

� C-adopt:Commits the involved agents (system and user) to anobjectin a certain context.

� C-abandon:Removes an existing commitment to anobject.

� C-select:Moves anobjectiveinto active execution.

� C-defer:Removes anobjectivefrom active execution (but does not remove a commitment to
it).

� C-release: Removes the agent's commitment to anobjectivewhich they believe has been
ful�lled.

A CPS act holds the ontological representation of the domain-speci�c object/objectivewhich is
currently in the focus of conversation and which inherits dialogue management speci�c features
from the abstract problem solving (PS) object class. The abstract PS object class can be further
divided in

� Objectiveswhich represent a goal, subgoal or action (e.g., playing an album).

� Resourceswhich represent real world objects (e.g., restaurants, playlists) as well as concepts
(e.g., song titles, artist names).

� Recipeswhich model beliefs of how to attain an objective.

� Constraintsde�ne restrictions on an object, by which we model the restriction of possible
solutions in the problem solving process as well as possiblereferents in object identi�cation.

� Evaluationsde�ne assessments of an object's value within a certain problem solving context.

� Situationdescribe the agent's beliefs about the state of a possible world.

7For the SAMMIE system the realized CPS act families areC-identify, C-adopt, C-select, C-release
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The representation of the contextualized content's information structure is closely bound to the modality-
speci�c output renderers, in the case of SAMMIE the linguistic planner and the graphics renderer. Infor-
mation structure's representation for linguistic processing basically comprises of the appropriate speech
act build upon the domain-speci�c information that needs tobe realised plus the time mode the act relies
on. The de�ned speech acts that are declared within the system ontology are8:

� AcknowledgeAcknowledges a given interaction act.

� RequestDe�nes a general request on a givendomain object.

– Request:Query-wDe�nes a request as a wh-question.

– Request:Query-ynDe�nes a request as a yn-question.

– Request:Query-selectDe�nes a request where one or moreobjectshave to be chosen from a
given set of options.

– Request:ProposeDe�nes a request, where the speaker makes a proposal.

� ReqRepairRequests changes on a givendomain object, e.g., resetting a collaboratively built plan.

� NotUnderstoodDeclares total misunderstanding on a givendomain object.

� PleaseRepeatDe�nes the repetition of an already given utterance.

� RebutRejects a given proposal on adomain object

� Inform Makes the addressee to know or to be aware of something.

– Inform:Enumerate-listInform by enumerating a list/set ofdomain objects.

– Inform:ResponseInform by response.

– Inform:StatementInform by statement.

– Inform:ExplainInform by explanation.

– Inform:InstructInform by instruction.

– Inform:AgreeInform on agreement.

– Inform:DisagreeInform on disagreement.

Domain-speci�c information is represented by a format we call Reduced Knowledge Representation
(RKR). Such a RKR representation differs from its source structure through its more general, abstract
surface structure which can be seen as an intermediate form between a pure ontological representation
of a domain-speci�c object and the logical form representation that the linguistic planner needs for deep
generation with OpenCCG. Furthermore, a RKR structure speci�es exactly the information that has to be
presented to the user. For an example consider the structurein �gure 3.8 which de�nes an ontology-based
play(song)-objective and the resultant RKR structure in �gure 3.9 which would lead to a system utterance
like 'I will play Yesterday by The Beatles.'.

8Note, that for communication of the turn planner with the linguistic planner we are currently just using a subset
of these acts

Version: January 9, 2007 (Final) Distribution: Public



IST-507802 TALK D3.2 January 9, 2007 Page 43/94

The information structure from which graphical output can be realised is de�ned as an elementarypre-
sentation task, which can be processed by our graphics rendering component. The presentation tasks for
graphical realisation are de�ned by the classesshow-tableandshow-map9. For illustration purposes �g-
ure 3.10 presents an exemplary, very simpli�ed version of a presentation taskshow-tableas used in the
SAMMIE system. The task comprises of the table's de�nition which needs to be presented including the
underlying model. In addition, the task also carries the information to which domain the task belongs
to. As ourAbstract GUI Agent10 is built in a way that makes it possible to organise a set of different
domain-speci�c graphical layouts at once, this information is used to trigger the appropriate layout for a
presentation task.

3.3.2 Contextualization through Content Reduction

Content reductionrefers to the possibility of abbreviating the proto-content in an expedient way, when
parts of the proto-content relate to something salient in the extended information state. For the determina-
tion of which parts of the proto-content should be presentedby the system, we distinguish between new
information which is in the currentfocusof a conversation and the context which already can be seen as
the commongroundof conversation at a certain point in time. Accordingly, thequestion arises, taking all
modalities together, are both focus and ground to be realised or only focused information? And, respec-
tively, in which modality/ies are focus and/or ground to be realised, taking the extended informations state
into account?
For our work with an in-car system, we identi�ed the following factors, which we modelled within the
extended information state, as important for the process ofcontent reduction:

� thecognitive load stateof the user while driving.

� thespeech recognition con�dence valuefor a user utterance.

Content reduction on the basis of a user's cognitive load wasrealised for an intermediate version of the
SAMMIE system. Evaluation with a real-world setup of this approach, based on different types of sensoric
information, will be kept for future research as it is outside the scope of our current work. However,
in this approach, we modelled a driver's cognitive load as a state variable with three possible states that
correspond to three different realisation strategies:

� low: If a user's cognitive load is low (e.g., low traf�c on freeway or while parking), concerning
the primary task of driving, the output ismultimodallypresented, if adequate/possible. Grounded
information is presented by speech and graphics, the focus is presented graphically, whereas speech
gives a reference on the displayed content.

� mid: If a user's cognitive load is average (e.g., average city traf�c), system output is solely focused
on speech with appropriate realisation of focus and ground.

� high: If a user's cognitive load is high (e.g., rush hour, lane changing), system output is solely
focused on speech with partial or complete focus.

9Additional text-speci�c output (e.g., captions) is realised by the Linguistic Planner
10See chapter 10 of [29] for a complete description of the graphical output resources of the SAMMIE system
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Figure 3.4: Exemplaric output for cognitive load statelow

Figure 3.5: Exemplaric output for cognitive load statemid

Consider examples 3.4, 3.5 and 3.6, where the same user inputleads to three different system outputs
based on the current cognitive load state.
Content reduction on the basis of speech recognition con�dence values was realised for the �nal version
of the SAMMIE system. The basic handling of content reduction is based on the following strategies:

� Always present the focused information by speech and graphics.

� If the ASR con�dence value for an utterance is lower than acertain value, ground is presented
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Figure 3.6: Exemplaric output for cognitive load statehigh

by speech. Note, that thiscertain valueneeds to be adjusted to the appropriate environment (e.g.,
in-car versus lab situation, microphone type).

� For certain interaction types (e.g., browsing), ground is always presented by graphics.

3.3.3 Contextualization through Content Augmentation

Sometimes, the given proto-content does not suf�ciently support the best possible presentation. In such
cases the proto-content needs to be enriched by additional valuable content taken from the systems in-
formation state or backend application. Concerning the visual presentation of search results, it is often
helpful to user, to present not only the queried objects but also additional information about these, in or-
der to create a more informative representation. In the SAMMIE -2 Wizard of Oz experiment11 one of the
�ndings concerning strategies for multimodal presentation planning was, that most of the wizards chose
the screen output option that gave the most additional information with regard to the queried albums or
songs. Based on this �ndings we realised content augmentation implemented in a more selective way, in
order to avoid the presentation of less informative content:
For every object class that can be displayed graphically we de�ned an instance of a conceptDisplayable-
feature-of-conceptwithin the turn-planning-speci�c sub-ontology which declares what information of a
corresponding object has to be presented when displaying search results. Such structures are used by the
turn planner to derive the appropriate graphical table viewfor a set of objects of the same type, e.g., a
queried song set.
Consider �gure 3.7 as a simpli�ed XML representation of sucha meta-object, which holds general in-
formation about how to present an objectSongin a table form. Per default, given a set of songs to be

11SAMMIE -2 was one of two Wizard of Oz Experiments we conducted to determine the interaction strategies and
range of linguistic behavior naturally occurring in the MP3player scenario. See chapter 2 of Deliverable D6.4 for a
complete description of these two Wizard of Oz experiments.
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displayed, processing this structure would lead to tabularpresentation of songs with two columns, namely
the song name and the name of the artist. In order to exclude less informative additional content, the pre-
sentation planner is able to exclude additional information that is common for all objects to be displayed
or that is already known by the user. E.g., a user utterance like 'Show me all songs by the beatles'would
lead to a graphical output that just presents a list of the song names. Note, that this kind of representation
easily allows to extent existing or to create new tabular presentation guidelines for objects without making
any change within the rules-set.

3.3.4 System Defaults for Content Selection

For turn planning in SAMMIE we have realised a certain default behaviour with regard to content selection.
Concerning the release of a domain speci�c objective (e.g, playing of an album) we explicitly de�nes
which features of the objective have to be named explicitly by the system. The following list declares
which features of an objective are explicitly named, when the objective is successfully released:

� Play-playable-object(Playable-object):

if Playable-object = Song

! explicitly present the song's artist and name.
(e.g.,“I am playing now the Song 'Yesterday' by 'The Beatles'.”)

if Playable-object = Album

! explicitly present the albums's artist and name.
(e.g.,“I am playing now the album 'Achtung Baby' by 'U2'.”)

if Playable-object = Playlist

! explicitly present the playlist name.
(e.g.,“I am playing now the playlist 'British Stuff '.”)

� Add-song-to-playlist(Song, Playlist):explicitly present the song name and the playlist name. (e.g.,
“I have added the song 'Yesterday' to the playlist 'British stuff '.” )

� Remove-song-from-playlist(Song, Playlist):explicitly present the song name and the playlist name.
(e.g.,“I have removed the song 'Yesterday' from the playlist 'British stuff '.”)

� Create-playlist:explicitly present the playlist name. (e.g.,“I have created a new playlist 'Playlist
3'.” )

Note, that in some cases these defaults augment the contextualized content with features that are not
necessarily part of the common ground of the user and the system.
As already described in the previous section we use templates for content selection for tabular represen-
tation of search result sets, de�ned by meta-objectsDisplayable-features-of-concept. In order to derive
the eventual presentation layout, the Turn Planner makes use of a domain-independent plan-operator that
excludes the presentation of features, which were part of the request by the user and are therewith common
on every object that has to be presented. Consider the following two interaction examples that illustrate
how tabular presentation is affected by the user input:
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(45) U: Show me all rock songs.
S(Speech): I found 290 rock songs that are shown on the display.
S(Display:Table): [lists the songs with an additional column presenting the artists]
S(Display:Context panel): shows caption 'Rock Songs'

(46) U: Show me all rock songs by the Beatles
S(Speech): I found 87 rock songs by the beatles that are shownon the display.
S(Display:Table): [lists the songs just by naming them.]
S(Display:Context panel): shows caption 'Rock Songs by theBeatles'

Another implemented default behaviour is the content selection for repetitionof already uttered system
contributions, which is based on the same �ndings as theRepeat Focus-Groundconstraint in section 2.3.
E.g., if the user asks for repetition of a content-reduced speech output of the system, only containing a
partial information of the focus and no grounded information, the repetition contains complete grounding
and focus information:

(47) U1: Show me all rock songs.
(ASR con�dence is high).

S(Speech): I found 290 songs that are shown on the display.
S(Display:Table): [lists the songs with an additional column presenting the artists]
(Display:Context panel): shows caption 'Rock Songs'

(48) U2: Please repeat.
S(Speech): I found 290 rock songs. The �rst six are:...
S(Display:Table): [lists the songs with an additional column presenting the artists]
S(Display:Context panel): shows caption 'Rock Songs'
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<object type="Displayable-features-of-concept">
<slot name="has-concept">

<object type="Song"/>
</slot>
<slot name="has-displayable-feature">

<object type="Displayable-feature">
<slot name="has-underlying-concept">

<object type="Name"/>
</slot>
<slot name="has-ref-path">

<value type="String">has-name::has-string-value</val ue>
</slot>

</object>
</slot>
<slot name="has-displayable-feature">

<object type="Displayable-feature">
<slot name="has-underlying-concept">

<object type="Artist"/>
</slot>
<slot name="has-ref-path">

<value type="String">has-artist::has-string-value</v alue>
</slot>

</object>
</slot>

</object>

Figure 3.7: Meta-objectDisplayable-feature-of-conceptthat describes which information of a
Songcan be displayed via tabular view.
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<Play-song>
<id>id329746750</id>
<has-song>

<Song>
<id>id287041266</id>
<has-name>

<Name>
<id>jtfs-1312</id>
<has-string-value>Yesterday</has-string-value>

</Name>
</has-name>
<has-artist>

<Artist>
<id>jtfs-1313</id>
<has-name>

<Name>
<has-string-value>the Beatles</has-string-value>

</Name>
</has-name>

</Artist>
</has-artist>
<has-genre>

<Genre>
<has-string-value>Pop</has-string-value>

</Genre>
</has-genre>
<has-id-from-freedb>

<Freedb-id>
<has-value-int>260</has-value-int>

</Freedb-id>
</has-id-from-freedb>
<belongs-to-album>

<Album>
<id>jtfs-1319</id>
<has-artist>

<Artist><id>jtfs-1313</id></Artist>
</has-artist>
<has-name>

<Name>
<id>jtfs-1336</id>
<has-string-value>One</has-string-value>

</Name>
</has-name>
<has-year-of-appearance>

<has-int-value>1973</has-int-value>
</has-year-of-appearance>
<has-song-list/>

</Album>
</belongs-to-album>

</Song>
</has-song>

</Play-song>

Figure 3.8: Example instance of objective play(song)
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<content>
<Play-song>

<id>id329746750</id>
<has-relation>

<Relation>
<argument><System/></argument>
<relation-name>Actor</relation-name>

</Relation>
</has-relation>
<has-relation>

<Relation>
<argument>

<Song>
<id>id287041266</id>
<has-relation>

<Relation>
<argument>

<Name>
<id>jtfs-1312</id>
<has-string-value>Yesterday</has-string-value>

</Name>
</argument>
<relation-name>Specifier</relation-name>

</Relation>
</has-relation>
<has-relation>

<Relation>
<argument>

<Artist>
<id>jtfs-1331</id>
<has-relation>

<Relation>
<argument>

<Name>
<has-string-value>The Beatles</has-string-value>

</Name>
</argument>
<relation-name>Specifier</relation-name>

</Relation>
</has-relation>

</Artist>
</argument>
<relation-name>Specifier</relation-name>

</Relation>
</has-relation>

</Song>
</argument>
<relation-name>Patient</relation-name>

</Relation>
</has-relation>

</Play-song>
</content>

Figure 3.9: RKR representation of objective play(song)
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<Graphical-output-specific-message>
<show-table>

<Presentation-table>
<has-headers>

<Headers>
<has-header>Album</has-header>
<has-header>Artist</has-header>
<has-header>Genre</has-header>

</Headers>
</has-headers>
<has-entry-row>

<Row>
<has-entry>

<Entry>Live</Entry>
</has-entry>
<has-entry>

<Entry>Herbert Groenemeyer</Entry>
</has-entry>
<has-entry>

<Entry>Rock</Entry>
</has-entry>
<has-model>
<!-- contains fully specified album object -->
</has-model>

</Row>
</has-entry-row>
<has-entry-row>

<Row>
<has-entry>

<Entry>Panik-Panther</Entry>
</has-entry>
<has-entry>

<Entry>Udo Lindenberg</Entry>
</has-entry>
<has-entry>

<Entry>Rock</Entry>
</has-entry>
<has-model>
<!-- ontological representation of the album -->
</has-model>

</Row>
</has-entry-row>
<!-- .... -->

</Presentation-table>
</show-table>
<id/>
<current-domain>

<Mp3-domain/>
</current-domain>

</Graphical-output-specific-message>

Figure 3.10: Example for a presentation taskshow-table
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3.4 Media Allocation

Media allocation, in the context of multimodal dialogue systems, is the process that decides, which infor-
mation will be presented by which available output channels. For a reasonable distribution of the content
that needs to be presented, several factors have to be incorporated in the decision process, e.g., the capa-
bilities of the given output channels, the types of content that need to be presented and the current user
environment.
Planning of modality-speci�c presentation tasks is closely bound to the capabilities of the output channels,
as different modalities may be suitable for achieving different tasks. Speech, for example, is not suitable
for presenting a large volume of content such as long lists atonce, while graphics basically seems to be
inappropriate for presenting questions. Also context dependent detectability of modality-speci�c presen-
tations plays an important role when deciding which output channel best conveys the intended content.
E.g., for the in-car setup, multimodal interfaces in general need to be speech-centered as the graphical
display is usually not part of the visual �eld.
In the following, we describe the factors we identi�ed as important for media allocation.

3.4.1 General Constraints for Media Allocation

As already stated earlier, presentation planning starts with a set of conversation acts which describe the
system's current communicative intentions from a collaborative problem solving point of view. In this
�rst step these acts need to be encoded in morecontextualisedcommunicative acts that determine exactly
which information has to be presented to the user. At this point, no decision is made about the allocation
of the available modalities for these contextualised communicative acts, which is then the next step to
do: The communicative acts (which, in the given context, we also termpresentation tasks) are going
to be made modality-speci�c by dynamically deciding which modality (e.g., graphics or speech for the
SAMMIE system) best conveys the intended content. The resulting information structures are then going
to be passed to the appropriate output realisation components for �nalising the system's output.
In the following, we identify several factors that in�uencethe allocation of contextualised content which
we divide into �ve levels. These levels are explained in order of priority (lowest priority �rst). Note, that
the processing logic of the turn planning rules are stronglybuilt on these factor, but doesn't explicitly
mirror this clear separation of these.

(1) Task-Modality Compatibility:
Idea: Presentation tasks and their underlying content in�uence media allocation, since different
output modalities are suitable for achieving different tasks. Therefore the turn planner's underly-
ing information structure needs to declare, which modalityis able to convey the content of which
presentation task. Furthermore, tendencies for the suitability should be expressed for each com-
bination ofpresentable-objectand modality. E.g., if we assume that all media allocation speci�c
weights lie between [0,1], e.g., alist could have a value of 0.8 for graphics and 0.2 for speech while
an answer to aquestionmight have a value of 0.95 for speech and 0.05 for graphics.
Realisation inSAMMIE : Task-modality compatibility is expressed by the basic structure of the
rules-set. We have domain-independent rules for every (in our context) valid combination of
presentable-objecttype and modality. There are some combinations that we explicitly left out,
e.g., the realisation of questions via graphical representation.
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(2) Content-Modality Compatibility:
Idea: On the next level, data volume and content can change the values received from level (1).
E.g., a short list would get higher values for speech than a long one. In general, this level can be
seen as a possibility of balancing the presentation costs ofdata content against the detectability of
an output modality.
Realisation:For this level, we use meta objects within the ontology that de�ne modality suitability
for lists/sets in accordance to their size. These meta objects are then used by plan operator in order
to determine which output modality is the best for the presentation of a list/set with a particular
size.

(3) Context-Modality Compatibility:
Idea: On the next level, discourse context can in�uence these values. For our setup we declare the
following two aspects as important:

– on a general level: if the user interacts through a speci�c modality, we assume the corre-
sponding modality gets higher weights (e.g., if users interact through graphics, then graphics
gets a higher weight).

– on an object level: even if user interaction was (mainly) viagraphics, a speci�c object (e.g.,
the Song ”Yesterday”) could have been referenced by speech.In this case, the speech modal-
ity gets a higher weight for this particular object.

Realisation:The factors that in�uence processing on this level are de�ned by two features, which
are represented in the extended information state and are accessible through the discourse/context
module Pastis:

– Input-type-for-current-turn: Concerning haptic-only input via Ergocommander, we assume
that the user's attention is completely focused on graphical output. In this case, no speech
output is planned.

– Requested-modality: This state variable can be requested from Pastis by the Presentation
Planner. Pastis in turn derives the appropriate state basedon the following factors:

� The input modalities for the lastn turns.

� The explicit user requests for a speci�c modality forthis turn.

(4) User-Modality Compatibility:
Idea: On the next level, user models come into play. This level can be used to tailor multimodal
presentations to individual user preferences, but also to include runtime factors like a user's mental
workload especially in cases when system interaction becomes a secondary task like in our in-car
scenario.
Realisation:An example realisation was done in the context of content reduction on the basis of
the user's cognitive load state as described in section 3.3.2.

(5) Explicit Modality Requests:
Idea: Finally, explicit requests by the user like, e.g., ”Nameme all albums”, have the highest
priority.
Realisation: Every explicit modality request within a user input overrides previously calculated
allocation tendencies.
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With the �rst two levels we want to express that media allocation is in�uenced by data-media compatibility
and data volume. Consider (49) and (50) as examples on how these factors in�uence modality usage. For
U1 SAMMIE lists the requested albums via graphics but can only afford to crossmodally referto the result
set as a whole by speech. ForU2 the result is named in both graphics and speech.

(49) U1: Do you have rock albums by the Beatles ?
S: I found 7 albums that are shown on the display.

[shows album-list on screen]

(50) U2: Do you have swing albums ?
S: I found the album 'Caught in the Act' by Michael Buble.

[shows album on screen]
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3.5 Work�ow of the Turn Planner - An Example

As the previous sections explained underlying concepts of content and media selection, in the following
we provide an insight into the work�ow of the Turn Planner by example12.
Consider the following utterance as a given user input for the SAMMIE system:

(51) User: Which Brit-Pop Albums do you have?

After appropriate interpretation, the Dialogue Manager queries the system backend shield, receives the
search results and plans the system's appropriate communicative intentions according to the user input. It
then transitions these intentions de�ned by a set of two CPS messages to the Turn Planner, which look as
follows:

(1) ack1( 1 begin1(c-identify-resource(2 [Album-set])))
(2) init1(continue1(c-identify-resource(1 )))

Figure 3.11: Turn Planner Input according to the user input in 51

where 2 abbreviates the queried album set represented in �gure 3.12. The appropriate interpretation of
the listed communicative intention is:

(1) The system acknowledges to start the identi�cation of anAlbum-setbased on the constraint'genre
= Brit-Pop' given by the user.

(2) The system initiates a new discourse unit that expands the meaning of an identi�ed album-set object,
which is enriched by the found album objects that saturate the given query constraints.
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Figure 3.12: Album-set instance

12Note, that the work�ow of the Turn Planner is exempli�ed in a more simpli�ed matter in order to not get lost in
less informative details.
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As the message bundle is put on thegoal-stackof the Turn Planner's underlying PATE engine, processing
starts immediately. The �rst matching ruleis-requests:get-user-inforequests current user speci�c infor-
mation from the EIS part hosted by Pastis, which are put into the working memory (WM) of the Turn
Planner. The receivedUser-infoobject comprises of several different pieces of information, namely the
current usedlanguage(which is in this case English), the cognitive load state variable (which will be not
used for this example) and an objectRequested-modalitywhich holds the information, which modality the
user is currently focused on. The therewith declared modality corresponds to the modality derived by a
user's last explicit modality request.
Beside the queried information, the WM also owns additionalinformation for presentation planning like
a Displayable-features-of-objectinstance for each type ofDisplayable-object, that is de�ned within the
ontology and some basic descriptions of the available output modalities, which de�ne, e.g, the display
size and the maximum amount of presentable objects for each modality.
The next rule that �res derives the domain af�liation of the given PS object and puts this information,
represented as aDomain-infoobject, into the WM. Now, the system creates a new, emptyPresentation-
plan to start multimodal �ssion.
In the �rst step of content selection the CPS message (1) in 3.11 is mapped to a speech actAcknowledge
which represents the �rst communicative act in thePresentation-plan. In the next step, the second CPS
message is mapped to a modality-independent communicativeact Present-list, whereas the turn planner
classi�es the act with regard to presentability when takingthe descriptions of the available output modal-
ities into account.
Now, the CPS messages are pushed from the goal stack and replaced by thePresentation-planobject,
which looks in a simpli�ed representation now as follows:
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Figure 3.13: Simpli�ed presentation-plan before media allocation

The next rule that �res, creates a new empty container (in theWM) which will carry the eventual presen-
tation acts. TheAcknowledgeact is put into this container. This is done without any further processing,
as theAcknowledgeis a primitive act that does not hold any other information when transitioned to the
Output Manager.
In the following, thePresent-listact is processed to derive the appropriate presentation of search result
queried by the user. The process is initiated by the rulemedia-allocation-present-list:presentable-amount
which instantiates the following processing logic:

if (a) the current communicative act within the presentation planon the top of the goal stack is a
Present-list, whoseAmount-typeis set toPresentable-by-speechand which holds a set or a list of
Browsable-objectswith one or more elements

and if (b) there is an objectRequested-modalityin the WM that carries the modalitySpeechor no
modality
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and if (c) there is a objectDisplayable-features-of-concept, whose underlying concept type is the
same as the type of theBrowsable-objectswithin thePresent-listact.

then (d) we derive a structureCurrent-displayable-features-of-concepton the basis of the given
user constraints declared in2 and the appropriateDisplayable-features-of-conceptinstance from
(c).

then (e)we derive the RKR representationv-constraints-rkrof the given user constraints in2 by
a plan operatorProtoContent2RKR.

then (f) on the basis of thev-constraints-rkra Speech-output-speci�c-messageis created, which is
used by the Linguistic Planner to realize the caption info for the context panel of the display.

then (g) we create a new instance of the concrete type of theBrowsable-object-setowned by the
Present-listact (which in this case is theAlbum-set 2 ) by a plan operatorCreateNewInstance-
OfObject. This new instance is then enriched byv-constraints-rkrand the number of elements2
owns. Note, that the latter process is simply done by a basic uni�cation operation.

then (h) on the basis of the structure derived by (g) a speech actInform:Enumerate-listis created.

then (i) theSpeech-output-speci�c-messagescreated in steps (f) and (h) are added to the WM.

then (k) the album-set 2 is put onto the goal stack.

After the application of this rule, there are two already derived Speech-output-speci�c-messagesin the
WM, one for realising caption informations for display presentation, and one that is used to inform the
user about the queried albums. Now the latter one needs to be enriched by information about the albums
themselves in order to explicitly name them by speech.
This is realised by applying two times the rulemedia-allocation-resource2RKR+Table:Browsable-object-
setwhose preconditions match for the current goal on the top of the goal-stack and the state within the
WM:

if (a') there is an objectBrowsable-object-seton the top of the goal-stack and a corresponding
instance ofCurrent-displayable-features-of-concept.

and if (b') there is aSpeech-output-speci�c-messageswithin the WM that is created toInform the
user about a found list ofBrowsable-objects(which corresponds in this example to the structure
derived in (h)).

and if (c') there is aLanguageobject in the WM describing the currently used language.

then (d') A Show-tablepresentation task is created with appropriate column headers derived on
the basis of the givenLanguageobject from (c') and theCurrent-displayable-features-of-concepts
object from (a'). Then the planner incrementally processesthe Albumobjects which are mapped
into a RKR representation in order to enrich the structure in(b'). Furthermore, also theShow-table
act is enriched by information of these albums. For �nalisation the Show-tableact is wrapped
as aGraphical-output-speci�c-message. Note, that the object wrappersGraphical-output-speci�c-
messageandSpeech-output-speci�c-messageare used by the Output Manager to determine which
message has to be sent to which output renderer component.
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As the necessary output messages are now created, some rulesare applied to pack these messages together
and to transition the bundle further to the Output Manager. In the last step, the Turn Planner's WM is
cleaned up to be ready for the next interaction turn to come.
One important aspect of this planning example is, that all the used rules perform on a domain-independent
level. This means that the rules are ad-hoc applicable for anappropriate context in another information-
seeking based domain. The only thing that has to be done is thelinking of concepts in the new application
domain to the appropriate interaction speci�c concepts (e.g., the concept of aBrowsable-object) of the
system-speci�c ontology and the extension of the existing set of Displayable-features-of-concepts. Note,
that this is not just a hypothesis, but could rather be provenby adapting the core framework of SAMMIE to
a tourist information scenario, where a user can browse and request information about restaurants based
on a set of different constraints.
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3.6 Further Realisations in Context Adaption

In planning an appropriate system output, SAMMIE is able to adapt the representation to several different
types of context information. In the following, we present two additional context adaption capabilities the
SAMMIE system can perform.

3.6.1 Clustering of Search Results

In the already mentioned SAMMIE -1 and SAMMIE -2 experiment a common characteristic was, that wiz-
ards often verbally summarized the search results in some way: most commonly by just reporting the
number of results found. But sometimes they describe the similarities or differences between the results,
as in (52).

(52) 200 are from the 70's and 300 from the 80's.

Such descriptions may help the user to make a choice, and are adesirable type of collaborative behavior
for a system. Their automatic generation provides an interesting challenge: It requires the clustering of
results, abstraction over speci�c values and the production of corresponding natural language realization.
For the SAMMIE system we implemented a domain-independent clustering mechanism which allows to
cluster search result sets. This mechanism is used to createan appropriate presentation in order to help the
user to narrow down a result set when a speci�c object is requested (e.g., the user wants to hear a song,
but provides underspeci�ed information, as in'I would like to hear a rock song').
For performance reasons the decision for clustering is madein an earlier state then the actual presentation
planning, namely in the situation where the Dialogue Manager makes a database request based on a user
query. In this situation the Dialogue Manager makes use of a description of the available output modalities
which, besides other information, declares the maximum amount of presentable objects for each modality.
As the viewport for our graphical display is just able to present six objects at the same time, this value
is set to six. In addition, there is a de�nitionPossible-cluster-types-for-conceptwithin the ontology, that
represents, which features of a concept are appropriate forde�ning potential types of clusters. E.g., for
a conceptSong, we de�ned the featuresArtist, GenreandAlbum as possible clustering types. Such a
de�nition can be used by a special clustering plugin software. The underlying strategy for clustering as a
whole as we implemented it, can be seen as follows:

if a user makes an underspeci�ed request for playing an object (e.g.,'I would like to hear a rock
song') and the Dialogue Manager receives more objects from an appropriate database request then
the declared maximum objects for a suf�cient graphical representation, clustering is initiated.

then the clustering plugin uses the appropriatePossible-cluster-types-for-conceptstructure to derive
cluster units for all declared possible cluster types. An example: Given a set of 120 Songs which
can be clustered by the conceptsArtist, GenreandAlbum, a possible cluster representation of type
Genrecould be

– Rock: 57 (Songs)

– Pop: 43 (Songs)

– Rap: 12 (Songs)
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– Jazz: 8 (Songs)

Based on all derived cluster representations, the plugin then chooses the cluster for the eventual
representation whose

1. amount of partitions is greater then two and lower then then the declared maximum objects
for a suf�cient graphical representation.

2. partitions re�ect the best possible distribution of search result hits over the given partitions.

3.6.2 Linguistic alignment

In a multimodal dialogue system dedicated to contextual adaption, all modalities have to be synchronized.
As for the linguistic component, its target is to generate the most suitable utterance in a given context.
One of the main assumptions is that linguistic alignment optimizes the dialogue both with respect to
ef�ciency and to utility. Moreover, using alignment and elliptical formulations, fronted topical elements
increases the local discourse coherence, rendering hence the human-machine dialogue more natural. In
the following, we describe how these phenomena are implemented in the SAMMIE system.

Input parameters

In order to make a system as �exible as possible, we tried to use as many pieces of information from the
user's input as possible for the linguistic alignment. The interpretation module provides the NLG module
with a set of attribute-value pairs that are used to determine the surface form of the system utterance to
generate.
These features/values are:

1. lexicalization

� features : artist noun, songnoun, albumnoun, playlistnoun, and genrenoun

� values : the actual lexeme used by the user in the input

� examples :

– play the song schwarz) songnounsong

– play the track schwarz) songnountrack

2. sentence type

� features : mood

� values : indicative, imperative, interrogative

� examples :

– play yesterday from the beatles) moodimperative

– I would like to hear yesterday from the beatles) moodindicative

3. Personal/impersonal style (agentivity)

� features : style
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� values : pers-i, pers-you (for German: pers-du, pers-sie), pers-we, impers

� examples :

– play yesterday from the beatles) stylepers-you

– I would like to hear yesterday from the beatles) stylepers-i

4. Modality marking

� features : modal

� values : plus

� examples :

– play yesterday from the beatles) modalEMPTY

– I would like to hear yesterday from the beatles) modalplus

The absence of a feature in the output assignment means that none of the corresponding rules in the
grammar applied. The corresponding slot returned by the grammar will thus be empty.

Making decisions

Depending on the values of the different features describedabove and on the global settings (align vs.
don't align), different output will be generated. In case ofnon-alignment (only for experimental purposes,
to compare to the alignment situations) and in case that all feature values are empty, default values, which
have been de�ned for all features, will be used. If the combination of all linguistic features leads to a
certain surface form, this form will be output. However, this is not always possible: in this case, the
further choices are made using weighted randomization, taking into account the frequency difference
between the remaining patterns. The algorithm is as follows:

if don't align

! use default parameters

if align

if all input feature slots are empty

! use default parameters

else if not all input feature slots are empty

if there is only one choice based on linguistic values

! output it

else there are several choices

! choose one randomly
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Generating output

In the SAMMIE system, the following types of contextual adaptation/variation have been implemented so
far:

(1) alignment wrt. T-V distinction 13 in German (duzenvs. siezen)
If the user addresses the system in the singular (i.e., familiar form duzen) the system would use the
same level of politeness.

(53) [U:] [Zeige—Zeigen Sie]mir bitte alle Songs!
Please show me all songs!

[S:] Ich habe 321 Songs gefunden.
I found 321 songs.

[S:] Die ersten sechs zeige ich[Dir—Ihnen] auf dem Bildschirm.
I'm showing you the �rst 6 on the screen.

(2) lexical alignment
If the user employs a particular lemma to denote a domain object the system would use the same
lemma.

(54) [U:]
[S:]

Please show me all[songs—tracks]!
I found 321[songs—tracks].

(3) style alignment
The system output alignes to the user's style: either using apersonal formulation or an impersonal
one, hence using a sentence in active or passive, or an elliptical formulation.

(55) [U:]
[S:]

Please show me all songs by Nena!
I found 321 songs by Nena.

[U:]
[S:]

Which songs by Nena are there?
There are 23 songs by Nena.

[U:]
[S:]

all songs by Nena please!
23 songs by Nena found.

13T-V distinction, based on the initial letters of these pronouns in Latin,tu andvos, is made in languages exhibiting
second-person pronouns that distinguish varying levels ofpoliteness, social distance, courtesy, familiarity, or insult
toward the addressee. (cf. [13])

Version: January 9, 2007 (Final) Distribution: Public



IST-507802 TALK D3.2 January 9, 2007 Page 63/94

(4) word order/fronting
In German, it is also possible to put discourse-old information at the beginning of the sentence,
hence to front it. In such contexts, the system would sometimes (i.e., randomly) front the grounded
domain information which has been previously mentioned by the user.

(56) [U:] Zeige mir bitte alle Songs von Nena!
Please show me all songs by Nena!

[S 1:] Ich habe 23 Songs von Nena gefunden.
I found 321 songs by Nena.

[S 2:] Von Nena habe ich 23 Songs gefunden.
I found 321 songs by Nena.

(5) elliptical utterances
In order to reduce communicative efforts, the system would produce elliptical utterances in appro-
priate contexts. However, sometimes (i.e., randomly) the full utterance will be produced.

(57) [U:] Was läuft gerade?
What is playing now?

[S 1:] Yesterday von the Beatles
Yesterday by the Beatles.

[S 2:] Momentan läuft Yesterday von the Beatles.
At the moment, Yesterday by the Beatles is playing.
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3.7 The Planning Library

This section lists the whole planning library in meaningfulpartitions.
The multimodal plan library of the SAMMIE dialogue system consists of 92 production rules where 41 are
domain-speci�c and 51 are domain-independent rules. In thefollowing we present a list of rule types the
plan library currently consists of.

� 1 rule for determining the current application domain (domain-independent).

� 3 rules for deriving anacknowledgedialogue act from a CPS-speci�c conversational act (domain-
independent).

� 3 rules for extracting a domain-speci�c object from a CPS-speci�c conversational act (domain-
independent, where generalisation is realised through the abstract conceptProblem-solving-object).

� 4 rules to handle theC-identi�cation of constraints on instances of the abstract typePlay-playable-
object(not domain-independent, but works on a certain level of abstraction).

� 4 rules for handling content selection for lists/sets, where generalisation is realised through the
abstract conceptsBrowsable-object-setandBrowsable-object(domain-independent).

� 4 rules for handling media allocation for lists/sets, wheregeneralisation is realised through the
abstract conceptsBrowsable-object-setandBrowsable-object(domain-independent).

� 3 rules for handling media allocation for lists/sets, wheregeneralisation is realised through the
abstract conceptsMap-object-setandMap-object(domain-independent).

� 3 rules for for deriving the graphical and verbal realisation of an instance of the abstract concept
Browsable-object(domain-independent).

� 3 rules for for deriving the verbal realisation of an instance of the abstract conceptBrowsable-object
(domain-independent).

� 3 rules for for deriving the graphical realisation of an instance of the abstract conceptBrowsable-
object(domain-independent).

� 1 rule to create a new empty presentation plan that needs to be�lled ( domain-independent).

� 1 no-matchrule if the user input could not be interpreted (domain-independent).

� 9 rules to plan the system output for a request type'Identify a feature of an object'(i.e., User: Who
plays the song Bongo Girl?) (domain-speci�c)

� 13 rules for mappingdomain-speci�cproto-content to contextualized content concerning graphics
and/or speech.

� 8 rules for processing the grounding-act information of an CPS-act (domain-independent).

� 3 rules for communicating with the Extended Information State via Pastis (domain-independent).

� 3 rules for processing requests for repetition of the systemoutput from the previous turn and for
initiating the verbalisation of the display content (domain-independent).
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� 9 rules to plan the system output for a request of type'Playlist manipulation'(domain-speci�c).

� 1 rule for handlingobject type ambiguityw.r.t. the ontological classesAlbumandSong(domain-
speci�c).

� 2 rules to plan the system output for a request of type'Play de�nite playable object'(domain-
independent).

� 4 rules to plan the system output for a request of type'Play random playable object'(domain-
speci�c).

� 6 rules to process domain speci�c objectives (domain-speci�c).

� 3 rules forlist/table browsing(domain-independent).

� 9 rules for handling repair plans of arequest-repairact (domain-independent).

� 2 rules for handlingtotal misunderstandingfrom system side (domain-independent).

� A set of 9 additionalhelperrules (5domain-independent, 4 domain-speci�c).
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3.8 Conclusion

In this chapter we presented basic concepts for an ontology-based presentation planning approach which
allows the modelling of planning rules at a certain interaction- and system-speci�c level. Moreover, we
have successfully proven these concepts with an example implementation, i.e., the SAMMIE system with
the use case of a multimodal interface for a MP3 player and database. At �rst we gave an introduction
on what ontologies are, how the modelling of certain levels of abstraction within an ontology enables the
possibility to declare different views on real world objects, and how these different views can be used for
modelling interaction on an domain-independent level. Also a description was given of the production rule
engine PATE, which makes it possible to use the de�ned systemontology as the underlying type system
of the Turn Planner, but also of all the other core modules that work on a language independent level.
Furthermore, we gave an overview of the factors that condition content selection and media allocation,
which de�ne the basic process of multimodal presentation planning. Note, that content selection and me-
dia allocation cannot always be clearly separated in terms of practical realisation, as the contextualisation
of information structure is in many cases closely bound to the capabilities of available output modalities.
In fact, the particular content structure derived by the process of content selection often determines the
usage of the modalities or rather the capabilities of the available output modalities sometimes condition
the structure and amount of the contextualized content as well as other factors like a user's cognitive re-
sources and the user's environment. Thus, in our approach modality selection and content selection and
structuring takes place at the same time, taking all other relevant factors into account provided by the
system'sExtended Information State. In particular, with the plan-based approach to content selection and
structuring we have applied for the SAMMIE system, modality selection takes place as a side effect of se-
lecting among strategies, and the necessary knowledge is encoded in the strategies themselves. One clear
advantage in this ontology-driven planning approach is, that with de�ning the interaction speci�c pro-
cessing logic we are able to model such strategies on a certain level of abstraction that makes it possible
to easily adapt them to new application domains. Note, that in our research, we focused on presentation
planning for information seeking dialogues. However, based on their generic nature, we believe that our
concepts can be successfully transfered to other types of dialogues.

Advantages over current state-of-the-art The research results from Task 3.2 provide an impor-
tant extension with regard to the state of the art in multimodal presentation planning, as we developed a
theoretical and practical framework for ISU-based presentation planning on a domain-independent level.
On one hand, our research focused on the extension of the ISU approach towards multimodality, in par-
ticular on presentation planning for a multimodal ISU-based dialogue system. On the other hand, we
also extended the dialogue modelling on the basis of the ISU approach by a higher level of abstraction.
This is done by using the general concept of ontological representation which enables to declare different
views on real world objects and concepts. Such views can thenbe exploited to obtain a certain level of
abstraction within a dialogue system's processing logic. Note, that we used this methodology not just
for presentation planning purposes, but also for other corecomponents such as the dialogue manager and
the discourse module. In following this methodology with regard to the information stateupdate process,
there is the necessity to make use of appropriate tools that provide adequate reasoning operations like,
e.g., subsumption tests. With the production rule system PATE, we have an appropriate framework that
comes with the necessary basic operations in order to de�ne acomponent's processing logic on this high
level of abstraction.
We are aware of a lot of work in previous research projects that have investigated domain-independent

Version: January 9, 2007 (Final) Distribution: Public



IST-507802 TALK D3.2 January 9, 2007 Page 67/94

factors in presentation planning, but to our knowledge no evaluation-ready multimodal dialogue system
exists that implements an abstract presentation planning library as SAMMIE does. Thus, the SAMMIE sys-
tem, based on our use of the ISU approach in combination with an ontological knowledge representation,
instantiates a further step towards real industrial products.

Advantages of the ISU Approach In following the ISU approach for dialogue modelling, we bene-
�ted from a number of advantages the ISU theory provides. At �rst, the usage of a global information state
as a central repository for knowledge allows to create a more�exible and modular system architecture,
as it forces the developers to come up with a uniform knowledge representation in a very early stage of
conceptualization and implementation. In a later stage of development one then bene�ts from this kind of
architecture as it easily allows to include new components or to extend existing modules (e.g., extensions
with regard to new languages, new presentation strategies,and extension concerning new domain-speci�c
functionality). Based on this advantage, we were able to realise several different setups for presentation
planning for the �nal showcase evaluation in a very short time (for further details see deliverables for task
6.4 ([35], [27]) and D5.3 [7]).

Implementation of the research in the showcaseAs outlined throughout the chapter, every theo-
retical result in Task 3.2 as described in this chapter is also implemented for the turn planning component
of the SAMMIE system which is described in detail in deliverable D5.3 [7] and has undergone successful
evaluations as described in deliverables D6.4 part 1 [35] and D6.4 part 2 [27]. Furthermore, some aspects
of the system's presentation planning strategies, including appropriate tabular presentation, clustering of
large result-sets and lexical alignment, are based on �ndings from the the Wizard of Oz experiments we
conducted in workpackage 6.
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Chapter 4

Multimodal Turn-Planning in M IMUS

4.1 Introduction

This chapter describes the work carried out by the University of Seville on Multimodal Presentation Strate-
gies within the MIMUS system.
Different factors and strategies within MIMUS will be discussed. Some of them have already been imple-
mented, some have been developed at theoretical level, and will be implemented in the future.
It is also interesting to note that relevant information regarding the users' presentation preferences in the
In–Home domain has been gathered from the MIMUS corpus compiled by USE during the current project.
This information has helped us con�rm or refute the relevance of the factors originally identi�ed. It has
also contributed to the system �ne tuning and to determine the weight or priority level of the relevant
factors.
Finally, a short description of the MIMUS 3D Talking head andits motivation and advantages will be
provided. An in–depth description of its implementation isprovided in the extension to the deliverable
D3.3.

4.2 System Overview

As mentioned in previous reports, USE has worked on the development of multimodal and multilingual
applications in the In–Home domain. Although the results can be extrapolated to other user pro�les, USE
has focused on wheel–chair bound users and their special circumstances.
In this particular scenario, users are able to access the system at all times through different modalities, that
is, using speech and/or a graphical interface. The scenarioincludes microphones, speakers and a touch
screen where the information can be displayed and introduced or selected.
The software components of MIMUS are implemented as independent OAA agents, linked through the
OAA facilitator. An overall view of the system is shown in �gure 4.1.
The core of the system is the Dialogue Manager agent whose role is to control the course of the interactions
with the user, checking the Multimodal Input Pool for new inputs from the user, that may come from the
ASR agent (speech, currently the OAA wrapper for Nuance) or from the Home Setup agent (clicks). The
presentation of information from the Dialogue Manager to the user can also be done multimodally: by
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Figure 4.1: Architecture
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voice through the Talking Head (using Loquendo's TTS) and graphically through the Home Setup agent
as well as the display agents. The Talking Head acts also as a channel to provide graphical information to
the user, expressing surprise, happiness, etc.1

The Dialogue Manager uses the Knowledge Manager to perform reference resolution to locate speci�c
devices. The latter may be referred to by its label, as well asby its location, type, etc.
Finally the Dialogue Manager may decide to execute commands(e.g. switch on a light), which will be
done through the Device Manager, using the x10 protocol.

4.2.1 Multimodal Presentation in MIMUS

MIMUS offers graphical and voice output to the users throughan elaborate architecture composed of
a TTS Manager, a HomeSetup and GUI agents. The multimodal presentation architecture in MIMUS
consists of three sequential modules:

� Content Planner (CP): This module decides on the information to be provided to the user. It is
encoded as attribute-value pairs in a variant of the DTAC protocol. As pointed out by [46], the CP
cannot determine the content independently from the presentation planner (PP). In MIMUS, the CP
generates a set of possibilities, from which the PP will select one, depending on their feasibility.

� Presentation Planner (PP): The PP receives the set of possible content representations and selects
the “best” one in three steps:

1. First, it checks the contents proposed against the available modalities, creating variants for
those that are ambiguous, and discarding unfeasible options.

2. Then, it uses manually prede�ned selection rules to restrict the set of possible presentations.

3. Finally, it checks whether there are concurrent options yet, in which case it applies an opti-
mization algorithm based on [48] to select one of them.

Along these steps, the PP uses the following external knowledge resources, all of them encoded as
OWL ontologies and accessed through the Knowledge Manager (KM): a Modality Model (based
on Bernsen taxonomy, [8]), a User Model, a Context Model, a set of Multimodal Election rules and
the Dialogue History.

� Realization Module (RM): This module simply takes the presentation generated and selected by
the CP-PP, divides the �nal DTAC structure and sends each substructure to the appropriate agent
for rendering.

4.3 The Extended DTAC

As described in Deliverable [28], USE has extended the Information State (DTAC) to accommodate mul-
timodality and database queries. These extensions enable the DTAC to include modality and time infor-
mation, as well as additional information that completes and determines the characteristics of the content
(restrictions).

1For more details, please refer to Deliverable D3.3.
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MODALITY: Corresponds to theModality Type. It is a list whose possible values will depend on the
modalities available. That is, the information may be presented simultaneously in more than one modality.

TIME INIT: Corresponds toInitial Time. It is currently de�ned as a time that marks the beginning of
the utterance / Input.

TIME END: Corresponds toEnd Time. It is currently de�ned as a time that marks the end of the utter-
ance / Input.

These extensions provide a series of advantages at different levels. Focusing on those speci�cally related
to multimodality:

1. The system identi�es and records the input information including the modality used by the user and
the exact time at which each input took place. In this case, the information recorded is also useful
at different levels:

(a) To process the user's multimodal inputs correctly

(b) To disambiguate tasks

(c) To determine throughout the dialogue history the modality of preference of the current dia-
logue, subdialogue or task

(d) To estimate possible disambiguation errors during a repair subdialogue

2. The system is able to convey modality and time informationthat may be used for presentation pur-
poses. In this second case, the DTAC conveys information regarding the modality or combination
of modalities of presentation, as well as the time at which each chunk of information must be played
or displayed.

In order to preserve the information recorded during the user's turn, we need to differentiate between input
and output stages, which implies splitting bothMODALITYandTIME INIT into:

I MODALITY : Input Modality Type
O MODALITY : Output Modality Type

I TIME INIT : Input Time
O TIME INIT : Output Time

In the case ofModality, it seems to be more useful to be a little more speci�c regarding presentation. It is
for this reason that we have chosen a different denominationfor the modality attributes:

MODALITY will remain as it is for the INPUT Modality Type, and PRESMODEwill be the designated
slot for the OUTPUT Modality Type determined by the Multimodal Presentation Module. This attribute
may have the following values:
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� Speech

� Text on a screen window (graphical)

� Table (graphical)

So given the following input, we would get the subsequent information state:

INPUT: Dime losálbumes de los Beatles disponibles, por favor
(Tell me which Beatles' albums are available, please)

2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

DMOVE : speci f yCommand
TYPE : LIST
QUANT : ALL
ARGS : [Album;Artist]

META� INFO :

2

6
6
4

MODALITY : VOICE
TIME INIT 00 : 00 : 00
TIME END 00 : 00 : 002

CONFIDENCE 700

3

7
7
5

Album :
�

DMOVE : speci f yParameter
TYPE : LIST

�

Artist :
�

DMOVE : speci f yParameter
TYPE : beatles

�

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

This DTAC will trigger the corresponding Dialogue Rule (LIST), which will check whether all expecta-
tions are recorded. Since in this case all the information required is provided, the system will execute the
PostActions. These consist on �nding the information, determining the presentation mode and generating
the appropriate message.

The LIST Dialogue Rule could be very similar to the followingexample:

( RuleID: LIST;
PriorityLevel: 15;
TriggeringCondition:

(DMOVE:specifyCommand,TYPE:LIST);
DeclareExpectations: {

Album <= (DMOVE:specifyParameter,TYPE:Album);
Artist <= (DMOVE:specifyCommand,TYPE:Artist);

}
ActionsExpectations: {

[Album, Artist] => {
MMPM(@is-LIST);
NLG(@is-LIST, template);
}
[Album] => {
MMPM(@is-LIST);
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NLG(@is-LIST, template);
}
[Artist] => {
MMPM(@is-LIST);
NLG(@is-LIST, template);
}

}
PostActions: {

ReferenceResolution (all, Album, @is-LIST);
MMPM(@is-LIST);
NLG(@is-LIST, template);
}

}
)

Since the current report does not focus on MIMUS Dialogue Rules, the syntax provided in the dialogue
rule above will not be described in detail. Only the relevantfunctions will be discussed.
Once theReferenceResolution function is executed, the information is retrieved from thedatabase and
included in the information state, that is, the DTAC structure:
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2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

DMOVE specifyCommand
TYPE LIST

ARGS
h
ALBUM , ARTIST

i

QUANT ALL

META-INFO
2

6
6
4

MODALITY VOICE

TIME INIT 00:00:00

TIME END 00:00:00

3

7
7
5

ALBUM
"

DMOVE SpecifyParameter

TYPE Album

#

ARTIST
2

6
6
4

DMOVE SpecifyParameter

TYPE Artist

CONT beatles

3

7
7
5

REFERENCERESOLUTION
2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

QUANTITY 6

RR1
2

4
ALBUM Help

YEAR 1965

3

5

RR2
2

4
ALBUM Rubber Soul

YEAR 1969

3

5

RR3
2

4
ALBUM Please Please Me

YEAR 1963

3

5

RR4
2

4
ALBUM Yellow Submarine

YEAR 1969

3

5

RR5
2

4
ALBUM Magical Mystery Tour

YEAR 1967

3

5

RR6
2

4
ALBUM Let it be

YEAR 1970

3

5

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

The information state (referenced as@is-LIST in the dialogue rule) contains now the information pro-
vided by the user, and the information retrieved by the system from the corresponding database. It now
needs to be completed with the information regardingpresentation mode, andtime of presentation. This
additional information will be provided by the Multimodal Presentation Module. The nextPostAction to
be executed is:

MMPM(@is-LIST);
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This function will basically tag the current DTAC with the necessary time and modality information for
the system to present the requested information in the most appropriate modality/ies and timing. The
Multimodal Presentation Module will use the heuristics provided in the Multimodal Plan Library, the
contextual information, and the current DTAC with the reference resolution information, and include the
result as the values of the relevant attributes mentioned previously. As can be observed in the following
example, only the root DTAC and theReferenceResolution section include thePRESMODandO TIME ST
attributes for the time being:
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2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

DMOVE specifyCommand

TYPE LIST

ARGS
h
ALBUM , ARTIST

i

QUANT ALL

PRESMOD
h
SPEECH, TEXT

i

META-INFO
2

6
6
4

MODALITY VOICE

TIME INIT 00:00:00

TIME END 00:00:00

3

7
7
5

ALBUM
"

DMOVE SpecifyParameter

TYPE Album

#

ARTIST
2

6
6
4

DMOVE SpecifyParameter

TYPE Artist

CONT beatles

3

7
7
5

REFERENCERESOLUTION
2

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4

QUANTITY 6

PRESMOD Table

RR1
2

4
ALBUM Help

YEAR 1965

3

5

RR2
2

4
ALBUM Rubber Soul

YEAR 1969

3

5

RR3
2

4
ALBUM Please Please Me

YEAR 1963

3

5

RR4
2

4
ALBUM Yellow Submarine

YEAR 1969

3

5

RR5
2

4
ALBUM Magical Mystery Tour

YEAR 1967

3

5

RR6
2

4
ALBUM Let it be

YEAR 1970

3

5

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

3

7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5

This new completed DTAC includes now not only the information requested, but also the instructions to
present such information to the user. The nextPostAction to be executed

NLG(@is-LIST, template);

will call the Natural Language Generation module and use thedesignated template and the complete
DTAC to generate the �nal answer. In the previous example, the �nal result would be:
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Speech: Tengo 6álbumes de los Beatles.
Te los muestro por pantalla
(I have 6 Beatles albums
I'm listing them on the screen)

Text (screen) Tengo 6álbumes de los Beatles
(I have 6 Beatles albums)

List (screen) Help
Rubber Soul
Please Please Me
Yellow Submarine
Magical Mystery Tour
Let it be

More information regarding the Natural Language Generation Module and its templates can be found in
D3.3 [29].
The full process is outlined in Figure 4.2.

Figure 4.2: MultiModal Presentation Module
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4.4 Relevant factors in Presentation Strategies

The presentation strategies in MIMUS will be de�ned in the Multimodal Plan Library, where different
rules will be taken into account to determine the modality orcombination of modalities to be used during
the next turn. The main parameters to be taken into account are:

1. Domain/scenario

2. User input modality

3. Type and quantity of information to be presented

4. Dialogue history

5. Multimodal multitasking

Domain / Scenario: The current scenario, for instance, assumes that the user will most likely have con-
tinuous visual access to the touch–screen. This may not be the case in other scenarios where visual
access to the screen may not be taken for granted.

User input modality: Although there is no direct mapping between the modality chosen by the user to
interact with the system and the modality the system should use to communicate with the user, it
should nonetheless be taken into account. If no other parameter points at the need to change the
modality of interaction, then the principle of coherence (input mode = output mode) should govern
over the system behavior. MIMUS also includes a Talking head, which makes the interaction
somewhat special. In some cases such as task execution con�rmation for instance, although the
user input might have been verbal, the virtual character will opt for a visual con�rmation (such as
nodding), to avoid unnecessary and monotonic utterances.

Information type and quantity: Independently of the domain under consideration, it is quite clear that
the type of information to be presented is a determining factor in terms of the presentation modality:

Short lists speech
Long lists graphical / List
Location related info graphical / map
Math formulae graphical
Brief messages speech
Tables graphical

Nonetheless, although this is an important factor, the co–occurrence of additional factors may result
on different presentation modalities. The following example illustrates a simple case in which
the amount of information (the number of items in a list) has adirect impact on the presentation
modality:
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User
(speech) Call Antonio
System
(speech) I've found �ve entries forAntonio:

Could you specify his last name, please?

(screen) Antonio Abad Montero
Antonio Moreno López
Juan Antonio Moreno Pérez
Antonio Rodrguez Vázquez
Antonio José Vela López

User
(speech) Moreno
System
(speech) Antonio Moreno López o Juan Antonio Moreno Pérez?

(screen) Antonio Moreno López
Juan Antonio Moreno Pérez

Initially, since �ve full names is a little too much to enumerate verbally, the �rst natural choice is to
display the �ve full names in order to make things easier on the user. When the user narrows down
the possibilities to just two, it is natural to disambiguateverbally, although graphical redundancy is
helpful as well as coherent with the former turn. Both modalities are therefore used.

Dialogue history: The objective of considering this parameter too is to make the system more collabora-
tive and endow it with a certain degree of �exibility and adaptivity. External or user related factors
may generate speci�c needs that require a different behaviour from the system. What in normal
circumstances may be the most natural and appropriate way topresent information, may not be
suf�cient in some cases:
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User
(speech) Call Antonio
System
(speech) I've found �ve entries forAntonio:

Could you specify his last name, please?
(screen) Antonio Abad Montero Antonio Moreno López

Juan Antonio Moreno Pérez Antonio Rodrguez Vázquez
Antonio José Vela López

User
(speech) Read me the list, please
System
(speech) Antonio Abad Montero, Antonio Moreno López,

Juan Antonio Moreno Pérez, Antonio Rodrguez Vázquez,
and Antonio José Vela López

(screen) Antonio Abad Montero Antonio Moreno López
Juan Antonio Moreno Pérez Antonio Rodrguez Vázquez
Antonio José Vela López

[ . . . ] The user selectsAntonio Abad
and a little after the call ends.

System
(speech) Your call has ended. Anything else?
User
(speech) Conference call with López and Pérez
System
(speech) I've found �ve entries forLópez:

Could you specify his last name, please?
Antonio Moreno López, Antonio José Vela López,
José Luis López Ayala, Marcos López Pérez,
Pedro Mart�́nez Barcos

(screen) Antonio Moreno López Antonio José Vela López
José Luis López Ayala Marcos López Pérez
Pedro Mart�́nez Barcos

When the list of results is too long, the default system behaviour given the information type and
quantity is to display the list without reading the elements. However, given that the user has re-
quested to have the full list read, there are reasons to believe that in the current dialogue /situation
the user prefers spoken output. The system has therefore adapted. There could also be a more
transitional adaptation by having the system “offer” to read them, rather than just reading the list
directly. The main issue is however to be able to detect that the user has overridden the systems
behaviour. In any case, the user may also interrupt the system if no more information is needed.

Multimodal Multitasking: As discussed in previous reports, the possibility of performing at least two
unrelated tasks simultaneously through different modalities, is quite interesting and a common pat-
tern in human behaviour. This is nonetheless a rather complex task from the system implementation
point of view and beyond the scope of this project. However, we have chosen to include this pa-
rameter and all additional considerations in our analysis for future research.
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The following example has also been presented in other status reports to illustrate this situation.

User
(speech) Call Paloma and Alberto on conference call

and transfer all my calls to my of�ce.
System
(speech) I'm putting you through with Paloma Abad

and Alberto Castillo
User
(speech) (On Conference call)
System
(screen) Camera icon �ashing

Written message: Somebody is ringing the doorbell!
Option list:

Display camera image
Open the door
Open microphone
Nobody is home

User
(speech) (On conference call)
(screen) (Clicks onDisplay camera image)
System
(screen) (Displays camera image)
(speech) Your conference call is over.

Would you like to transfer your calls to your of�ce now?
User
(screen) (Clicks onOpen the door)
(speech) Yes, please
System
(screen) (Open door message)
(speech) From now on all your calls will be transferred

to your of�ce number.
Can I help you with anything else?

Although the system's default behaviour when there is somebody on the door is to let the doorbell ring
and interact verbally, due to the fact that the user is engaged in a conference call, the system opted for a
visual warning and graphical menus. This gives the user the option to perform more than one task without
interrupting the current one.
The MIMUS corpus [32] gathered by USE with WoZ experiments during 2005 [33], intentionally includes
situations in which the user is led towards multimodal multitasking.
It must also be taken into consideration that two simultaneous tasks through different modalities must
necessarily generate two dialogue histories. This adds a great deal of complexity to the implementation.
For instance, in the example above the user might have referred to the second task verbally too:
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System
(screen) (Displays camera image)
(speech) Your conference call is over

Would you like to transfer your calls to your of�ce now?
User
(speech) Yes, please, and open the door
System
(screen) (Open door message)
(speech) From now on all your calls will be transferred

to your of�ce number
Can I help you with anything else?

Wherethe dooris obviously the front door and no other, and the graphical dialogue history disambiguates
the situation. Anintelligent systemwould necessarily have to act as a unique interacting entity, that is, it
should be aware of the two conversations both independentlyand at a higher level in order to disambiguate
elements.

4.5 The MIMUS Multimodal Plan Library

As discussed in previous sections, the key to the presentation modality decision process carried out by the
Presentation Layer is the information contained in the Multimodal Plan Library. This library consist of a
series of rules that will univocally determine the system presentation strategy for each turn.

Although most of the heuristics should be domain independent, some examples can be found which seem
to underline the convenience of having speci�c libraries for speci�c scenarios. We will therefore consider
the library for the speci�c scenario USE is working on in the current project: the smart house for wheel–
chair bound users.

Due to the limited scope of the project in general and this scenario in particular, USE has opted for the
implementation of a rather simple library and extended the scope of the presentation strategies to include
a talking head.

It seemed obvious during the experiments that the subjects were more comfortable having a human–like
entity to dialogue with, rather than a plain computer, con�rming again Reeves and Nass' �ndings [41].
This observation is based on the language usage and disposition difference between the �rst and the sec-
ond experiment. When asked to address the system by name (personi�cation) in the second experiment,
the subjects' displayed a more conversational and relaxed attitude. It is for this reason that USE decide
to reinforce the more human–like side of the interaction by developing a virtual character, capable of
human–like visual feedback.

The library consists of a series of rules establishing the priority of the different parameters and the con-
ditions under which each rule should gain weight and determine the �nal modality of presentation for the
coming turn.
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The current version of the library is very simple, but allowsfor more complex additions in future develop-
ments. MIMUS current strategy is basically information redundancy with some very speci�c restrictions.
All questions and information-providing answers are both displayed on the screen and uttered by the vir-
tual character, excepting long lists of items. Since there are no sensors that provide information about the
user's current presence, we assume the user is still sittingon the wheel–chair and can therefore access the
information:

� By default, MODALITY = PRESMOD, as long as the output is information seeking or information
providing (rather than con�rmations and so on), and unless other parameters come into play.

� In any case, and given anyMODALITY, unless overridden by the user in the dialogue history, graphi-
cal presentation of certain types and quantity of information will determine thePRESMODin the case
of:

Long lists graphical / List
Location related info graphical / Floor plan
Tables graphical

� If MODALITY=Speech and the information type requires graphical display,PRESMODshould be re-
dundant:[Speech, Text] for the root DTAC, and one of the options of graphical displayfor the
reference resolution results (list, table, etc.).

� If the user is multitasking3, then the communication channel of the second task should bethe one
that is not being used in the �rst task. This is also task dependent, since the �rst task may also
imply the use of more than one modality.

These are just some examples of the type of restrains and information taken into account in the MMP
Library.
According to the data in the MIMUS corpus [27], when the subjects were surveyed on their preferred
presentation modality, “SPEECH” was clearly a favorite in the �rst experiment, where tasks were simple
(57% speech vs. 6% written). However, there is a noticeable increase of the preference for written output
in the second experiment, where tasks were more complex (41%speech vs. 24% written). The data also
shows that 31% and 29% of the subjects in the �rst and second experiments respectively (1A and 1B)
stated that they preferred them both (speech and written output). It is interesting to note that the options
were:

� Speech

� Written

� All

� Combined

So when the subjects selected “All” versus “Combined”, theywere probably selecting “Redundancy”,
rather than one modality, or even a combination of modalities, where the information is split between
modalities.
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Figure 4.3: Presentation modality of preference in 1A

Figure 4.4: Presentation modality of preference in 1B

MIMUS main strategy at the moment is information redundancywhen the user may �nd it useful, and
visual less-intrusive presentation for simple or repetitive tasks.

4.6 The MIMUS Talking Head

Since the overall purpose of the MIMUS system is to become a practical and valuable tool in the smart
home scenario, different sub–objectives gain importance:human–like interaction must be not only ef�-
cient, but may and/or should also include additional human features. In order to endow the system with
suf�cient capabilities to ful�ll these requirements, the MIMUS system has been furnished with a talking
head that complements the system's personality, and confers an appearance of human–like communication
on the interaction.
MIMUS seeks to be a clear example of user–centered design, and with the user always in mind, the
MIMUS talking head has been integrated into the main system architecture. More information is available
in [34]

3The implementation of multitasking is beyond the scope of this project, but USE is considering this parameter.
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The existence of the talking head as a presentation resourcehas also a direct impact on the way informa-
tion is presented. When the talking head is available, multimodal redundancy occurs more often, since in
most cases the talking head will reinforce the utterance with an expression or gesture.

As it is the case in MIMUS, the talking head is also used to provide graphical feedback to the user when
verbal feedback might become monotonous and/or tiring. A clear example of this case is the acknowl-
edgement of a command, or a con�rmation after performing a simple task (such as “Turn the kitchen light
on, please ”). If every time the user gave a command, the system uttered a con�rmation, the user would
most likely soon enough turn the volume off altogether. So the strategy implemented in MIMUS combines
a small number of verbal con�rmations, and regular visual feedback. The user may then choose to ignore
or not visual con�rmation, whereas only every now and then a verbal con�rmation would be provided.

4.7 Conclusions and Future work

Throughout this chapter the work developed by USE regardingthe implementations of some presentation
strategies has been presented. It is worth noting that practical and user–oriented issues have been primed
over other theoretical issues.
From the WoZ experiments, we gathered that the users were more receptive in general to a human–like
virtual character, and that the implementation of such would have an enormous impact on the overall user
satisfaction level. Therefore, a talking head was implemented and although no formal evaluation has taken
place, the system has already been presented in different forums with great success.

Advantages over current state-of-the-art MIMUS represents a a signi�cant step forward towards
fully multimodal and dynamic presentation strategies in dialogue systems. Although we are quite aware
of the great deal of research being conducted in this area, weare not aware of any system that brings
light into as many different research issues: an ontology-based 3-layer architecture with fully multimodal
and dynamic presentation strategies in the ISU approach, including a 3D talking head. Although the
current scenario does not require a great deal of complexityfor the functionality implemented, MIMUS
architecture is domain-independent and allows for full customization. MIMUS also exempli�es applied
UCD (User-Centered Design) methods and strategies, which evince the overall primary goal of this im-
plementation: a very practical, �exible and useful tool forthe focus group, and an almost–industry–ready
system.

Advantages of the ISU Approach The ISU approach in MIMUS has made possible most of the
advances presented in this chapter. Some of them would have been possible with other approaches, but
in our opinion the ISU approach offers a domain and language independent framework with singular
advantages: simple extensions to the original IS structure(DTAC) enable the system to handle multimodal
inputs, and multimodal presentation strategies as the natural evolution of the theoretical framework.

Implementation of the research in the showcaseMIMUS is based on the results of the WoZ
experiments conducted during the project (MIMUS corpus) and presented in D6.4 [27]. Although a for-
mal evaluation was beyond the scope of this project, the system is a close �t to the users' expectations,
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and appears to perform well. As illustrated throughout the chapter, different strategies have been im-
plemented: redundancy in content-full dialogue moves, visual-only feedback in most con�rmations and
acknowledgments, visual reinforcement with facial expressions according to the context, multiple-option
natural language generation [29] and clickable option lists.

Future work USE plans to develop a more complex version of the MultimodalPlan Library to include
all the theoretical cases illustrated throughout this chapter, as well as a formal evaluation of the overall
system and the impact of the talking head on the users' experience.
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Chapter 5

Conclusion

In this document we presented the work carried out in Task 3.2, as part of WP3. Task 3.2 contributes to the
overall objective of WP3 to support �exible and adaptive system output presentation in multiple modes
by investigating and subsequently implementing methods for content selection and media allocation by
taking the information state of an underlying dialogue system into account.
The chapters of this deliverable discussed the theoreticaland implementational aspects of multimodal pre-
sentation planning in the context of the three differentTALK showcases. In chapter 2 we addressed how,
and to what extend, information structure in general can be used to meet the requirements for content
selection and media allocation, which was an issue exploredin relation to the GODIS application Agen-
daTalk. With the use of Optimality Theory to discuss constraints on con�icts, a number of constraints have
been determined for content reduction and media allocation. Furthermore, some multimodal presentation
strategies were presented which are realised in the �nal version of the AgendaTalk application. In general,
it could be shown that the presented constraint framework easily allows re-ranking of different constraints
giving a choice of different kinds of system behavior which need to be tested empirically. In chapter 3 we
described the ontology-driven multimodal presentation planning approach that was realised for the SAM -
MIE system. We showed how the modelling of multiple levels of abstraction within an ontology enables
the possibility to declare different views on real world objects, and how these different views can be used
for modelling interaction on an domain-independent level.Furthermore, we presented the factors that
condition content selection and media allocation, which de�ne the basic process of multimodal presen-
tation panning, and an example was provided how content selection and media allocation is realised by
the plan-based approach the turn planning component in SAMMIE relies on. In chapter 4 several different
factors and strategies for multimodal presentation planning have been discussed that are realised within
the MIMUS system. In addition, the underlying architecture of a life-like virtual character was presented,
that was realised as an output modality for the MIMUS system to include additional human features.
To summarize, we have identi�ed a range of different factorsthat determine content selection and media
allocation, where a number of factors are used in more than one system, e.g., the constraints on verbal
repetition or a user's cognitive load. Concerning content contextualisation with regard to the extended
information state, in particular the cases of content reduction, content augmentation and intonation de-
termination were addressed. It was also shown, that in general, content selection and media allocation
cannot always be clearly separated, as the contextualisation of information structure is in many cases
closely bound to the capabilities of available output modalities. In fact, the particular content structure
derived by the process of content selection often determines the usage of the modalities.
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Advantages over current state-of-the-art Unlike current dialogue systems, including multimodal
systems, the research presented in this deliverable provides for context-adaptive, �exible presentations
that depend on a number of context conditions such as previously mentioned objects or topics, currently
focussed objects, currently focussed modality, type and amount of data to be presented, user's cognitive
load, and others.
To achieve such adaptive presentations, our work is based ona uniform model of context that is stored
in the information state, the basis of the ISU approach. Thisuniform model supports development and
extendibility of systems, the reuse of existing resources and results in a more consistent user interface.
Since all context information relevant for presentation planning is language-independent, our approach to
presentation planning is also advantageous for building multilingual systems.
Overall, we follow the ISU approach in modularizing the tasks in a dialogue system by providing a sin-
gle module for presentation planning with clearly de�ned interfaces to dialogue management, discourse
context and modality-speci�c realization components.
Finally, we have extended the ISU approach in a number of ways. We use the notion of extended informa-
tion state, e.g., for accommodating multimodality in the information state. We have included information
structure in the GODIS and SAMMIE systems. And we have introduced the uniform use of an ontology-
based knowledge representation in the information state, extending the modelling to include CPS (a theory
for collaborative problem solving), generic planning rules and multiple views on the domain objects.

Advantages of the ISU approach The ISU approach provides a number of advantages for our re-
search in presentation planning. The modularization of theISU approach supports the realization of a
separate presentation planning module and allows for experiments with different sets of planning strate-
gies which has been used in creating different set ups of our systems in the evaluations conducted in
workpackage 6. The ISU approach also provides a central repository for context representation including
(for the purposes of presentation planning): information structure and general discourse context, user in-
formation and modality speci�c information. This central repository is a natural �t for the ontology-based
knowledge representation that we have developed and testedwith the SAMMIE system.

Implementation of the research in the showcaseWe have fully implemented all theoretical ad-
vances presented in this deliverable in full, multimodal dialogue systems, ranging from the research pro-
totype GODIS, the more extensive MIMUS system, to the elaborate SAMMIE system that is close to a
product prototype. These systems have served multiple purposes and will be used in the future. Dur-
ing research and development, they served as research vehicles to test different hypotheses. They have
helped in disseminating the results of T3.2 and TALK in general. Finally, the SAMMIE system was used
in the formal evaluations performed in workpackage 6 and represents a signi�cant step towards the future
development of an industrial product based on TALK technologies.
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[33] P. Manchón, G. Pérez, and G. Amores. Woz experiments in multimodal dialogue systems. In
Proceedings of the ninth workshop on the semantics and pragmatics of dialogue, Nancy, France,
2005.
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Appendix A

Prototypes

A.1 The SAMMIE In-Car Dialogue System

DFKI and USAAR developed and implemented in close cooperation with Bosch and BMW the �nal
showcase of the in-car multimodal dialog system. This �nal version can be found on the CD/DVD attached
to this report.

Installation and Running The system comes as a tarball with all internal components. However,
some of these components rely on external software. Here is ashort list:

� proper installation of Nuance speech recognizer 8.0

� java1.5.3

� proper installation of OAA 2.3.0 (software comes with the system)

For further details we refer to the �le README.txt on toplevel of the system distribution.

A.2 The GODI S AgendaTalk System

The GODIS AgendaTalk system is developed byUGOT, and is a version of the AgendaTalk used as a
�nal showcase for TALK. It can be found on the CD/DVD attachedto this report. Code speci�c to the
the AgendaTalk application is in thedomain-agendatalk library. The distribution includes a readme �le
for system requirements, notes on external software needed, and installation instructions. Software and
software descriptions can also be found on:

http://www.ling.gu.se/projekt/talk/software/

A.3 The M IMUS System

The software demonstrating presentation planning in MIMUS is a version of the showcase for the in-home
scenario, and more speci�cally for wheel-chair-bound users. The prototype includes a README �le with
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precise instructions to con�gure and run the prototype.

Version: January 9, 2007 (Final) Distribution: Public


